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1 Introduction

In 1966, Imai and Iseki [7] introduced the notion of BCK-algebra. In the same year, Iseki

introduced another notion called BCI-algebra. Liu et al. [13] discussed the concept of BCI-

implicative ideals in BCI-algebras. Dudek [2] introduced the class of medial BCI-algebras.

In 1983, Komori [11] introduced the notion of BCC-algebras as a new class of algebras. Then

Dudek [3, 5] studied BCC-algebras and discussed the number of subalgebras of finite BCC-

algebras. Dudek in [4] also gave the construction of BCC-algebras. After the introduction of

the concept of fuzzy sets by Zadeh [16], various researchers discussed the idea of fuzzification

of ideals in BCK/BCI/BCC-algebras. Khalid and Ahmad [10] considered the fuzzification of

H-ideals in BCI-algebras. Mustafa [15] introduced the concept of fuzzy implicative ideals in

BCK-algebras. Zhan and Jun [17] discussed generalized fuzzy ideals in BCI-algebras. Dudek

and Jun [6] applied the idea of fuzzy sets to ideals in BCC-algebras. Marty [14], in 1934

introduced the hyper structure theory at the 8th Congrass of Scandinavian Mathematicians.

Jun et al. [9] applied the hyper structures to BCK-algebras by introducing the concept of a

hyper BCK-algebras, which is a generalization of BCK-algebras. In this paper, we introduce

the concept of fuzzification of (weak, strong, reflexive) hyper BCK-implicative ideals in hyper

BCK-algebras and discuss some of their properties.

2 Preliminaries

Let H be a non-empty set endowed with a hyper operation “◦”, that is, ◦ is a function from

H ×H to P (H)−∅. For two subset A and B of H, denote by A ◦B the set
⋃{a ◦ b | a ∈ A,

b ∈ B}. We shall use x ◦ y instead of x ◦ {y}, {x} ◦ y or {x} ◦ {y}.

Definition 2.1. [9] By a hyper BCK-algebra we mean a non-empty set H endowed with a

hyperoperation “◦” and a constant 0 satisfying the following axioms:

(HK1) (x ◦ z) ◦ (y ◦ z) � x ◦ y

(HK2) (x ◦ y) ◦ z = (x ◦ z) ◦ y

(HK3) x ◦ H � {x}
(HK4) x � y and y � x imply x = y

for all x, y, z ∈ H, where x � y is defined by 0 ∈ x ◦ y and for every A, B ⊆ H, A � B is

defined by ∀ a ∈ A, ∃ b ∈ B such that a � b. In such case we call “�” the hyper order in

H.

2
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Proposition 2.2. [9] In any hyper BCK-algebra H, the following hold:

(i) x ◦ 0 = {x} (vi) A ◦ {0} = {0} implies A = {0}
(ii) x ◦ y � x (vii) 0 � x

(iii) 0 ◦ A = {0} (viii) 0 ◦ x = {0}
(iv) A � A (ix) 0 ◦ 0 = {0}
(v) A ⊆ B implies A � B (x) y � z implies x ◦ z � x ◦ y

for all x, y, z ∈ H and for all non-empty subsets A and B of H.

Let I be a non-empty subset of hyper BCK-algebra H and 0 ∈ I. Then I is called a hyper

BCK-subalgebra of H if x◦ y ⊆ I, for all x, y ∈ I , a weak hyper BCK-ideal of H if x◦ y ⊆ I

and y ∈ I imply x ∈ I, for all x, y ∈ H, a hyper BCK-ideal of H if x ◦ y � I and y ∈ I

imply x ∈ I, for all x, y ∈ H, a strong hyper BCK-ideal of H if x◦y∩ I �= ∅ and y ∈ I imply

x ∈ I, for all x, y ∈ H. I is said to be reflexive if x ◦ x ⊆ I for all x ∈ H.

Lemma 2.3. [9] Let H be a hyper BCK-algebra. Then

• any reflexive hyper BCK-ideal of H is a strong hyper BCK-ideal of H.

• any strong hyper BCK-ideal of H is a hyper BCK-ideal of H.

• any hyper BCK-ideal of H is a weak hyper BCK-ideal of H.

Lemma 2.4. [8] Let I be a reflexive hyper BCK-ideal of a hyper BCK-algebra H. Then

x ◦ y ∩ I �= ∅ implies x ◦ y � I, ∀x, y ∈ H.

Proposition 2.5. [8] Let A be a subset of a hyper BCK-algebra H. If I is a hyper BCK-ideal

of H such that A � I then A ⊆ I.

Definition 2.6. Let H be a hyper BCK-algebra. A non-empty subset I ⊆ H containing 0

is called

• a weak hyper BCK-implicative ideal of H if

((x ◦ y) ◦ y) ◦ z ⊆ I and z ∈ I imply x ◦ (y ◦ (y ◦ x)) ⊆ I.

• a hyper BCK-implicative ideal of H if

((x ◦ y) ◦ y) ◦ z � I and z ∈ I imply x ◦ (y ◦ (y ◦ x)) ⊆ I.

• a strong hyper BCK-implicative ideal of H if

(((x ◦ y) ◦ y) ◦ z) ∩ I �= ∅ and z ∈ I imply x ◦ (y ◦ (y ◦ x)) ⊆ I.

Theorem 2.7. Every (weak, strong, reflexive) hyper BCK-implicative ideal of a hyper BCK-

algebra H is a (weak, strong, reflexive) hyper BCK-ideal of H.

Proof. Suppose that I is a hyper BCK-implicative ideal of H. Then for any x, y, z ∈ H

((x ◦ y) ◦ y) ◦ z � I and z ∈ I imply x ◦ (y ◦ (y ◦ x)) ⊆ I.

3
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Putting y = 0 and z = y we get

((x ◦ 0) ◦ 0) ◦ y � I and y ∈ I imply x ◦ (0 ◦ (0 ◦ x)) ⊆ I.

⇒ (x ◦ y) � I and y ∈ I ⇒ x ∈ I.

Hence I is a hyper BCK-ideal of H.

The converse of theorem 2.7 is not true in general. It can be observed by the following

example

Example 2.8. Let H = {0, 1, 2, 3} be a hyper BCK-algebra defined by the following table:

◦ 0 1 2 3

0 {0} {0} {0} {0}
1 {1} {0, 1} {0, 1} {0, 1}
2 {2} {2} {0, 1} {0}
3 {3} {3} {3} {0, 1}

Take I = {0, 1}. Then I is a hyper BCK-ideal of H but it is not a hyper BCK-implicative

ideal of H because

((2 ◦ 3) ◦ 3) ◦ 1 = {0} � I and 1 ∈ I but 2 ◦ (3 ◦ (3 ◦ 2)) = {2} � I.

It can be observed from the above example that I is a weak hyper BCK-ideal of H but it

not a weak hyper BCK-implicative ideal of H because

((2 ◦ 3) ◦ 3) ◦ 1 = {0} ⊆ I and 1 ∈ I but 2 ◦ (3 ◦ (3 ◦ 2)) = {2} � I.

Also I is a strong hyper BCK-ideal of H but it is not a strong hyper BCK-implicative ideal

of H because

((2 ◦ 3) ◦ 3) ◦ 1 = {0} ∩ I �= ∅ and 1 ∈ I but 2 ◦ (3 ◦ (3 ◦ 2)) = {2} � I.

Moreover it is clear that I is a reflexive hyper BCK-ideal of H but it is not a reflexive hyper

BCK-implicative ideal of H.

Theorem 2.9. Let H be a hyper BCK-algebra. Then

(i) Every hyper BCK-implicative ideal of H is a weak hyper BCK-implicative ideal of H.

(ii) Every strong hyper BCK-implicative ideal of H is a hyper BCK-implicative ideal of H.

(iii) Every reflexive hyper BCK-implicative ideal of H is a strong hyper BCK-implicative ideal

of H.

4
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Proof. (i) Suppose that I is a hyper BCK-implicative ideal of H.

For any x, y, z ∈ H, let ((x ◦ y) ◦ y) ◦ z ⊆ I and z ∈ I. Then ((x ◦ y) ◦ y) ◦ z ⊆ I implies

((x◦y)◦y)◦z � I (by Proposition 2.2(v)), which along with z ∈ I implies x◦(y◦(y◦x)) ⊆ I.

Hence I is a weak hyper BCK-implicative ideal of H.

(ii) Suppose that I is a strong hyper BCK-implicative ideal of H. Let ((x ◦ y) ◦ y) ◦ z � I

and z ∈ I. Then for all a ∈ ((x ◦ y) ◦ y) ◦ z, ∃ b ∈ I such that a � b. This implies 0 ∈ a ◦ b

and thus (a ◦ b)∩ I �= ∅. By Theorem 2.7, I is also a strong hyper BCK-ideal of H, therefore

(a ◦ b) ∩ I �= ∅ along with b ∈ I implies a ∈ I, that is ((x ◦ y) ◦ y) ◦ z ⊆ I. Therefore

(((x ◦ y) ◦ y) ◦ z) ∩ I �= ∅, which along with z ∈ I implies x ◦ (y ◦ (y ◦ x)) ⊆ I. Hence I is a

hyper BCK-implicative ideal of H.

(iii) Suppose that I is a reflexive hyper BCK-implicative ideal of H. For any x, y, z ∈ H,

let (((x ◦ y) ◦ y) ◦ z) ∩ I �= ∅ and z ∈ I. Being a reflexive hyper BCK-implicative ideal,

I is also a reflexive hyper BCK-ideal of H (by Theorem 2.7), therefore by Lemma 2.4,

(((x ◦ y) ◦ y) ◦ z) ∩ I �= ∅ ⇒ ((x ◦ y) ◦ y) ◦ z � I, which along with z ∈ I implies

x ◦ (y ◦ (y ◦ x)) ⊆ I. Hence I is a strong hyper BCK-implicative ideal of H.

The converse of Theorem 2.9 may not be true. It can be observed by the following

examples:

Example 2.10. Let H = {0, 1, 2} be a hyper BCK-algebra defined by the following table:

◦ {0} {1} {2}
0 {0} {0} {0}
1 {1} {0, 1} {0, 1}
2 {2} {2} {0, 2}

Take I = {0, 2}. Then I is a weak hyper BCK-implicative ideal of H but it is not a hyper

BCK-implicative ideal of H because

((1 ◦ 0) ◦ 0) ◦ 2 = {0, 1} � I and 2 ∈ I but 1 ◦ (0 ◦ (0 ◦ 1)) = {1} � I.

Example 2.11. Let H = {0, 1, 2} be a hyper BCK-algebra defined by the following table:

5
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◦ {0} {1} {2}
0 {0} {0} {0}
1 {1} {0} {0}
2 {2} {1, 2} {0, 1, 2}

Take I = {0, 1}. Then I is a hyper BCK-implicative ideal of H but it is not a strong

hyper BCK-implicative ideal of H because

(((2 ◦ 0) ◦ 0) ◦ 1) ∩ I = {1, 2} ∩ I �= ∅ and 1 ∈ I but 2 ◦ (0 ◦ (0 ◦ 2)) = {2} � I.

Zadeh [16] defined fuzzy set µ in H as a function

µ : H → [0, 1]

Definition 2.12. [8] A fuzzy set µ of a hyper BCK-algebra H is called

• a fuzzy weak hyper BCK-ideal of H if for all x, y ∈ H,

µ(0) ≥ µ(x) ≥ min {infa∈x◦y µ(a), µ(y)}
• a fuzzy hyper BCK-ideal of H if x � y implies µ(x) ≥ µ(y) and for all x, y ∈ H,

µ(x) ≥ min {infa∈x◦y µ(a), µ(y)}
• a fuzzy strong hyper BCK-ideal of H if for all x, y ∈ H,

infa∈x◦x µ(a) ≥ µ(x) ≥ min {supb∈x◦y µ(b), µ(y)}
• a fuzzy reflexive hyper BCK-ideal of H if for all x, y ∈ H,

infa∈x◦x µ(a) ≥ µ(y) and µ(x) ≥ min {supb∈x◦y µ(b), µ(y)}

Theorem 2.13. [8] Let H be a hyper BCK-aglebra. Then

• Every fuzzy hyper BCK-ideal of H is a fuzzy weak hyper BCK-ideal of H.

• Every fuzzy strong hyper BCK-ideal of H is a fuzzy hyper BCK-ideal of H.

• Every fuzzy reflexive hyper BCK-ideal of H is a fuzzy strong hyper BCK-ideal of H.

3 Fuzzy hyper BCK-implicative ideals

Now we introduce the notions of fuzzy (weak, strong, reflexive) hyper BCK-implicative ideals

in hyper BCK-algebras and discuss some of their properties.

6
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Definition 3.1. Let H be hyper BCK-algebra . A fuzzy set µ in H is called

• a fuzzy weak hyper BCK-implicative ideal of H if for all x, y, z ∈ H,

µ(0) ≥ µ(x) and for all t ∈ x ◦ (y ◦ (y ◦ x)),

µ(t) ≥ min {infa∈((x◦y)◦y)◦z µ(a), µ(z)}

• a fuzzy hyper BCK-implicative ideal of H if for all x, y, z ∈ H,

x � y implies µ(x) ≥ µ(y) and for all t ∈ x ◦ (y ◦ (y ◦ x)),

µ(t) ≥ min {infa∈((x◦y)◦y)◦z µ(a), µ(z)}

• a fuzzy strong hyper BCK-implicative ideal of H if for all x, y, z ∈ H,

infa∈x◦x µ(a) ≥ µ(x) and for all t ∈ x ◦ (y ◦ (y ◦ x)),

µ(t) ≥ min {supb∈((x◦y)◦y)◦z µ(b), µ(z)}

• a fuzzy reflexive hyper BCK-implicative ideal of H if for all x, y, z ∈ H,

infa∈x◦x µ(a) ≥ µ(y) and for all t ∈ x ◦ (y ◦ (y ◦ x)),

µ(t) ≥ min {supb∈((x◦y)◦y)◦z µ(b), µ(z)}

Theorem 3.2. Let H be a hyper BCK-algebra. Then every fuzzy (weak, strong, reflexive)

hyper BCK-implicative ideal of H is a fuzzy (weak, strong, reflexive) hyper BCK-ideal of H.

Proof. Let µ be a fuzzy hyper BCK-implicative ideal of H. Then for any x, y, z ∈ H and for

all t ∈ x ◦ (y ◦ (y ◦ x)) we have,

µ(t) ≥ min {infa∈((x◦y)◦y)◦z µ(a), µ(z)}
Putting y = 0 and z = y we get,

µ(x) ≥ min {infa∈((x◦0)◦0)◦y µ(a), µ(y)}
which gives,

µ(x) ≥ min {infa∈x◦y µ(a), µ(y)}
Thus µ is a fuzzy hyper BCK-ideal of H.

The converse of Theorem 3.2 may not be true. It can be observed by considering the

hyper BCK-algebra H = {0, 1, 2, 3} defined by the table given in example (2.8). Define a

fuzzy set µ in H by:

7
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µ(0) = µ(1) = 1, µ(2) = 0.5, µ(3) = 0.3

Then µ is a fuzzy hyper BCK-ideal of H but it is not a fuzzy hyper BCK-implicative ideal

of H because for 2 ∈ (2 ◦ (3 ◦ (3 ◦ 2)))

µ(2) = 0.5 < 1 = min {infa∈((2◦3)◦3)◦0 µ(a), µ(0)}

From above example it can be observed that µ is a fuzzy weak hyper BCK-ideal of H

but it is not a fuzzy weak hyper BCK-implicative ideal of H.

Also µ is a fuzzy strong hyper BCK-ideal of H but it is not a fuzzy strong hyper BCK-

implicative ideal of H because for 2 ∈ (2 ◦ (3 ◦ (3 ◦ 2)))

µ(2) = 0.5 < 1 = min {supa∈((2◦3)◦3)◦0 µ(a), µ(0)}

Moreover it is clear that µ is a fuzzy reflexive hyper BCK-ideal of H but it is not a fuzzy

reflexive hyper BCK-implicative ideal of H.

Theorem 3.3. Let H be a hyper BCK-algebra. Then

(i) Every fuzzy hyper BCK-implicative ideal of H is a fuzzy weak hyper BCK-implicative

ideal of H.

(ii) Every fuzzy Strong hyper BCK-implicative ideal of H is a fuzzy hyper BCK-implicative

ideal of H.

(iii) Every fuzzy reflexive hyper BCK-implicative ideal of H is a fuzzy strong hyper BCK-

implicative ideal of H.

Proof. (i) Let µ be a fuzzy hyper BCK-implicative ideal of H. Since every fuzzy hyper

BCK-implicative ideal is a fuzzy hyper BCK-ideal (By Theorem 3.2) and every fuzzy hyper

BCK-ideal is a fuzzy weak hyper BCK-ideal (By Theorem 2.13), therefore µ is a fuzzy weak

hyper BCK-ideal of H. Hence µ satisfies µ(0) ≥ µ(x) for all x ∈ H. Also being a fuzzy

hyper BCK-implicative ideal, for any x, y, z ∈ H and for all t ∈ x ◦ (y ◦ (y ◦ x)), µ satisfies:

µ(t) ≥ min {infa∈((x◦y)◦y)◦z µ(a), µ(z)}

Hence µ is a fuzzy weak hyper BCK-implicative ideal of H.

(ii) Suppose that µ is a fuzzy strong hyper BCK-implicative ideal of H. Since every fuzzy

strong hyper BCK-implicative ideal is a fuzzy strong hyper BCK-ideal (by Theorem 3.2) and

every fuzzy strong hyper BCK-ideal is a fuzzy hyper BCK-ideal (by Theorem 2.13), therefore

8
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µ is a fuzzy hyper BCK-ideal of H. Hence for any x, y ∈ H, if x � y then µ(x) ≥ µ(y).

Also being a fuzzy strong hyper BCK-implicative ideal, for any x, y, z ∈ H and for all

t ∈ x ◦ (y ◦ (y ◦ x)), µ satisfies

µ(t) ≥ min {supa∈((x◦y)◦y)◦z µ(a), µ(z)}

Since supa∈((x◦y)◦y)◦z µ(a) ≥ µ(b), for all b ∈ ((x ◦ y) ◦ y) ◦ z, therefore we get,

µ(t) ≥ min {µ(b), µ(z)}, for all b ∈ ((x ◦ y) ◦ y) ◦ z

Since µ(b) ≥ infc∈((x◦y)◦y)◦z µ(c) for all b ∈ ((x ◦ y) ◦ y) ◦ z, therefore we have,

µ(t) ≥ min {µ(b), µ(z)} ≥ min {infc∈((x◦y)◦y)◦z µ(c), µ(z)}, that is

µ(t) ≥ min {infc∈((x◦y)◦y)◦z µ(c), µ(z)}

Hence µ is a fuzzy hyper BCK-implicative ideal of H.

(iii) Let µ be a fuzzy reflexive hyper BCK-implicative ideal of H. Then µ satisfies

infa∈x◦x µ(a) ≥ µ(y), for all x, y ∈ H

⇒ infa∈x◦x µ(a) ≥ µ(x), for all x ∈ H

Hence the first condition for µ to be a fuzzy strong hyper BCK-implicative ideal of H is

satisfied. Also being a fuzzy reflexive hyper BCK-implicative ideal, for any x, y, z ∈ H and

for all t ∈ x ◦ (y ◦ (y ◦ x)), µ satisfies

µ(t) ≥ min {supb∈((x◦y)◦y)◦z µ(b), µ(z)}

Hence µ is a fuzzy strong hyper BCK-implicative ideal of H.

The converse of Theorem 3.3 may not be true. Consider the hyper BCK-algebra H =

{0, 1, 2} defined by the table given in example (2.10). Define a fuzzy set µ in H by:

µ(0) = µ(2) = 1, µ(1) = 0

Then µ is a fuzzy weak hyper BCK-implicative ideal of H but it is not a fuzzy hyper BCK-

implicative ideal of H because:

1 � 2 but µ(1) = 0 < 1 = µ(2)
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Example 3.4. Let H = {0, 1, 2} be a hyper BCK-algebra defined by the following table:

◦ {0} {1} {2}
0 {0} {0} {0}
1 {1} {0, 1} {0, 1}
2 {2} {1, 2} {0, 1, 2}

Define a fuzzy set µ in H by:

µ(0) = µ(1) = 1, µ(2) = 0

Then µ is a fuzzy hyper BCK-implicative ideal of H but it is not a fuzzy strong hyper BCK-

implicative ideal of H because for 2 ∈ (2 ◦ (2 ◦ (2 ◦ 2)))

µ(2) = 0 < 1 = min {supa∈(((2◦2)◦2)◦0) µ(a), µ(0)}
Let µ be a fuzzy set in a hyper BCK-algebra H. Then the set defined by µt = {x ∈ H :

µ(x) ≥ t}, where t ∈ [0, 1], is called a level subset of H.

Theorem 3.5. Let µ be a fuzzy set in a hyper BCK-algebra H. Then µ is a fuzzy (weak,

strong, reflexive) hyper BCK-implicative ideal of H if and only if for all t ∈ [0, 1], µt �= ∅ is

a (weak, strong, reflexive) hyper BCK-implicative ideal of H.

Proof. Suppose that µ is a fuzzy hyper BCK-implicative ideal of H. Since µt �= ∅, so for any

x ∈ µt, µ(x) ≥ t. Since every fuzzy hyper BCK-implicative ideal is also a fuzzy weak hyper

BCK-implicative ideal (by Theorem 3.3(i)), so µ is also a fuzzy weak hyper BCK-implicative

ideal of H. Thus µ(0) ≥ µ(x) ≥ t, for all x ∈ H, which implies 0 ∈ µt.

Let ((x ◦ y) ◦ y) ◦ z � µt and z ∈ µt, for some x, y, z ∈ H. Then for all a ∈ ((x ◦ y) ◦
y) ◦ z, ∃ b ∈ µt such that a � b. So µ(a) ≥ µ(b) ≥ t, for all a ∈ ((x ◦ y) ◦ y) ◦ z. Thus

infa∈((x◦y)◦y)◦z µ(a) ≥ t. Also µ(z) ≥ t, as z ∈ µt. Therefore for all v ∈ x ◦ (y ◦ (y ◦ x)), µ

satisfies

µ(v) ≥ min {infa∈((x◦y)◦y)◦z µ(a), µ(z)} ≥ min {t, t} = t

⇒ v ∈ µt, for all v ∈ x ◦ (y ◦ (y ◦ x))

⇒ x ◦ (y ◦ (y ◦ x)) ⊆ µt
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Hence µt is hyper BCK-implicative ideal of H.

Conversely suppose that µt �= ∅ is a hyper BCK-implicative ideal of H for all t ∈ [0, 1].

Let x � y for some x, y ∈ H and put µ(y) = t. Then y ∈ µt. So x � y ∈ µt ⇒ x � µt.

Being a hyper BCK-implicative ideal, µt is also a hyper BCK-ideal of H (by Theorem (2.7))

therefore by Proposition 2.5, x ∈ µt. Hence µ(x) ≥ t = µ(y). That is x � y ⇒ µ(x) ≥ µ(y),

for all x, y ∈ H.

Moreover for any x, y, z ∈ H, let d = min {infc∈((x◦y)◦y)◦z µ(c), µ(z)}. Then µ(z) ≥ d ⇒
z ∈ µd and for all e ∈ ((x ◦ y) ◦ y) ◦ z, µ(e) ≥ infc∈((x◦y)◦y)◦z µ(c) ≥ d, which implies e ∈ µd.

Thus ((x◦y)◦y)◦z ⊆ µd. By Proposition 2.2(v), ((x◦y)◦y)◦z ⊆ µd ⇒ ((x◦y)◦y)◦z � µd,

which along with z ∈ µd implies x ◦ (y ◦ (y ◦ x)) ⊆ µd. Hence for all u ∈ x ◦ (y ◦ (y ◦ x)), we

get

µ(u) ≥ d = min {infc∈((x◦y)◦y)◦z µ(c), µ(z)} .

Thus µ is a fuzzy hyper BCK-implicative ideal of H.

Theorem 3.6. If µ is a fuzzy (weak, strong, reflexive) hyper BCK-implicative ideal of H

then the set A = {x ∈ H | µ(x) = µ(0)} is a (weak, strong, reflexive) hyper BCK-implicative

ideal of H.

Proof. Suppose that µ is a fuzzy hyper BCK-implicative ideal of H. Clearly 0 ∈ A. Let

((x ◦ y) ◦ y) ◦ z � A and z ∈ A for any x, y, z ∈ H. Then for all a ∈ ((x ◦ y) ◦ y) ◦ z, ∃ b ∈ A

such that a � b. Therefore µ(a) ≥ µ(b) = µ(0). But being a fuzzy hyper BCK-implicative

ideal, µ is also a fuzzy weak hyper BCK-implicative ideal of H (by Theorem 3.3(i)), so µ

satisfies µ(0) ≥ µ(v), for all v ∈ H. This implies µ(0) ≥ µ(a), for all a ∈ ((x ◦ y) ◦ y) ◦ z.

Therefore µ(a) = µ(0), for all a ∈ ((x ◦ y) ◦ y) ◦ z, that is, infa∈((x◦y)◦y)◦z µ(a) = µ(0). Also

µ(z) = µ(0). Being a fuzzy hyper BCK-implicative ideal, for all t ∈ x◦(y◦(y◦x)), µ satisfies

µ(t) ≥ min {infa∈((x◦y)◦y)◦z µ(a), µ(z)} = min {µ(0), µ(0)} = µ(0)

Since µ(0) ≥ µ(v), for all v ∈ H, therefore µ(t) = µ(0), for all t ∈ x ◦ (y ◦ (y ◦ x)).

Thus x ◦ (y ◦ (y ◦ x)) ⊆ A.

Hence A is a hyper BCK-implicative ideal of H.
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The transfer principle for fuzzy sets described in [12] suggest the following theorem.

Theorem 3.7. For any subset A of a hyper BCK-algebra H, let µ be a fuzzy set in H defined

by:

µ(x) =

{
t if x ∈ A

0 if x /∈ A

for all x ∈ H, where t ∈ (0, 1]. Then A is a (weak, strong, reflexive) hyper BCK-implicative

ideal of H if and only if µ is a fuzzy (weak, strong, reflexive) hyper BCK-implicative ideal of

H.

Proof. Suppose that A is a hyper BCK-implicative ideal of H. Let x � y for some x, y ∈ H

and put µ(y) = t. Then y ∈ µt. So x � y ∈ µt ⇒ x � µt. Being a hyper BCK-implicative

ideal, µt is also a hyper BCK-ideal of H (by Theorem (2.7)) therefore by Proposition 2.5,

x ∈ µt. Hence µ(x) ≥ t = µ(y). That is x � y ⇒ µ(x) ≥ µ(y), for all x, y ∈ H

Moreover for any x, y, z ∈ H,

If ((x◦y)◦y)◦z � A and z ∈ A then x◦(y◦(y◦x)) ⊆ A. Since A is a hyper BCK-implicative

ideal of H, so by Proposition 2.5, ((x◦y)◦y)◦z ⊆ A. Thus µ(a) = t, for all a ∈ ((x◦y)◦y)◦z

which implies infa∈((x◦y)◦y)◦z µ(a) = t. Also µ(z) = t. Since x ◦ (y ◦ (y ◦ x)) ⊆ A, for all

u ∈ x ◦ (y ◦ (y ◦ x)), we have

µ(u) = t = min {infa∈((x◦y)◦y)◦z µ(a), µ(z)}

If ((x ◦ y) ◦ y) ◦ z �� A and z /∈ A then

min {infa∈((x◦y)◦y)◦z µ(a), µ(z)} = 0 ≤ µ(u), for all u ∈ x ◦ (y ◦ (y ◦ x))

If ((x ◦ y) ◦ y) ◦ z �� A and z ∈ A (OR) If ((x ◦ y) ◦ y) ◦ z � A and z /∈ A

Then in both of these cases we have

min {infa∈((x◦y)◦y)◦z µ(a), µ(z)} = 0 ≤ µ(u), for all u ∈ x ◦ (y ◦ (y ◦ x))

Hence µ is a fuzzy hyper BCK-implicative ideal of H.

Conversely suppose that µ is a fuzzy hyper BCK-implicative ideal of H. Then by Theo-

rem 3.5, for all t ∈ (0, 1], µt = A is a hyper BCK-implicative ideal of H.
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For a family {µi | i ∈ I} of fuzzy sets in a non-empty set X, define the join ∨i∈I µi and

meet ∧i∈I µi as follows:

(∨i∈I µi)(x) = supi∈I µi(x)

(∧i∈I µi)(x) = infi∈I µi(x)

for all x ∈ X, where I is any indexing set.

Theorem 3.8. The family of fuzzy (weak, strong, reflexive) hyper BCK-implicative ideals of

a hyper BCK-algebra H is a completely distributive lattice with respect to join and meet.

Proof. Let {µi | i ∈ I} be a family of fuzzy hyper BCK-implicative ideals of H. Since [0, 1]

is a completely distributive lattice with respect to the usual ordering in [0, 1], it is sufficient

to show that ∨i∈I µi and ∧i∈I µi are fuzzy hyper BCK-implicative ideals of H.

For any x, y ∈ H, if x � y then

(∨i∈I µi)(x) = supi∈I µi(x) ≥ supi∈I µi(y) = (∨i∈I µi)(y)

⇒ (∨i∈I µi)(x) ≥ (∨i∈I µi)(y)

Moreover, for any x, y, z ∈ H and for all t ∈ x ◦ (y ◦ (y ◦ x)), we have

(∨i∈I µi)(t) = supi∈I µi(t) ≥ supi∈I [min {infa∈((x◦y)◦y)◦z µi(a), µi(z)}]
= min {supi∈I (infa∈((x◦y)◦y)◦z µi(a)), supi∈I (µi(z))}
= min {infa∈((x◦y)◦y)◦z (supi∈I µi(a)), supi∈I (µi(z))}
= min {infa∈((x◦y)◦y)◦z ((∨i∈I µi)(a)), (∨i∈I µi)(z)}

⇒ (∨i∈I µi)(t) ≥ min {infa∈((x◦y)◦y)◦z ((∨i∈I µi)(a)), (∨i∈I µi)(z)}

Hence ∨i∈I µi is a fuzzy hyper BCK-implicative ideal of H.

Now we prove that ∧i∈I µi is a fuzzy hyper BCK-implicative ideal of H.

For any x, y ∈ H we have, if x � y then

(∧i∈I µi)(x) = infi∈I µi(x) ≥ infi∈I µi(y) = (∧i∈I µi)(y)

⇒ (∧i∈I µi)(x) ≥ (∧i∈I µi)(y)

Moreover, for any x, y, z ∈ H and for all t ∈ x ◦ (y ◦ (y ◦ x)), we have

(∧i∈I µi)(t) = infi∈I µi(t) ≥ infi∈I [min {infb∈((x◦y)◦y)◦z µi(b), µi(z)}]
= min {infi∈I (infb∈((x◦y)◦y)◦z µi(b)), infi∈I (µi(z))}
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= min {infb∈((x◦y)◦y)◦z (infi∈I µi(b)), infi∈I (µi(z))}
= min {infb∈((x◦y)◦y)◦z ((∧i∈I µi)(b)), (∧i∈I µi)(z)}

⇒ (∧i∈I µi)(t) ≥ min {infb∈((x◦y)◦y)◦z ((∧i∈I µi)(b)), (∧i∈I µi)(z)}

Hence ∧i∈I µi is a fuzzy hyper BCK-implicative ideal of H.

Thus the family of fuzzy hyper BCK-implicative ideals of H is a completely distributive

lattice with respect to join and meet.

Let X and Y be hyper BCK-algebras. A mapping f : X → Y is called a hyper homo-

morphism if

(i) f(0) = 0

(ii) f(x ◦ y) = f(x) ◦ f(y), for all x, y ∈ X.

Theorem 3.9. Let f : X → Y be an onto hyper homomorphism from a hyper BCK-algebra

X to a hyper BCK-algebra Y . If ν is a fuzzy (weak, strong, reflexive) hyper BCK-implicative

ideal of Y then the hyper homomorphic pre-image µ of ν under f is a fuzzy (weak, strong,

reflexive) hyper BCK-implicative ideal of X.

Proof. Suppose that ν is a fuzzy hyper BCK-implicative ideal of Y . Since µ is a hyper

homomorphic pre-image of ν under f then µ is defined by µ = ν ◦ f that is µ(x) = ν(f(x))

for all x ∈ X.

For any x, y ∈ X and f(x), f(x) ∈ Y

If x � y then 0 ∈ x ◦ y, which implies f(0) ∈ f(x ◦ y)

⇒ 0 ∈ f(x) ◦ f(y) ⇒ f(x) � f(y)

⇒ ν(f(x)) ≥ ν(f(y)) ⇒ µ(x) ≥ µ(y)

that is, x � y ⇒ µ(x) ≥ µ(y), for all x, y ∈ X

Now for all t ∈ x ◦ (y ◦ (y ◦ x)), f(t) ∈ f(x ◦ (y ◦ (y ◦ x))) = f(x) ◦ (f(y) ◦ (f(y) ◦ f(x))),

where x, y ∈ X and f(x), f(y) ∈ Y , we have

µ(t) = ν(f(t)) ≥ min {inff(a)∈((f(x)◦f(y))◦f(y))◦z′ ν(f(a)), ν(z′)}

where z′ ∈ Y . Since f : X → Y is an onto hyper homomorphism, so for z′ ∈ Y, ∃ z ∈ X
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such that f(z) = z′. Hence we get

µ(t) ≥ min {inff(a)∈((f(x)◦f(y))◦f(y))◦f(z)=f(((x◦y)◦y)◦z) ν(f(a)), ν(f(z))}

⇒ µ(t) ≥ min {infa∈((x◦y)◦y)◦z µ(a), µ(z)} for all x, y, z ∈ X

Hence µ is a fuzzy hyper BCK-implicative ideal of X.

4 Product of fuzzy hyper BCK-implicative ideals

Definition 4.1. [1] Let (H1, ◦1, 01) and (H2, ◦2, 02) are hyper BCK-algebras and H =

H1 × H2. We define a hyper operation “ ◦ ” on H by

(a1, b1) ◦ (a2, b2) = (a1 ◦ a2, b1 ◦ b2)

for all (a1, b1), (a2, b2) ∈ H, where for A ⊆ H1 and B ⊆ H2 by (A,B) we mean

(A, B) = {(a, b) : a ∈ A, b ∈ B}
and 0 = (01, 02) and a hyper order “ � ” on H by

(a1, b1) � (a2, b2) ⇔ a1 � a2 and b1 � b2

Thus (H, ◦, 0) is a hyper BCK-algebra.

Let µ and ν be fuzzy sets in hyper BCK-algebras H1 and H2 respectively. Then µ × ν,

the product of µ and ν of H = H1 × H2 is defined as

(µ × ν)((x, y)) = min {µ(x), ν(y)}
From now on, let H1 and H2 are hyper BCK-algebras and let H = H1 × H2.

Definition 4.2. Let µ be a fuzzy set in H. Then fuzzy sets µ1 and µ2 on H1 and H2

respectively, are defined as

µ1(x) = µ((x, 0)), µ2(y) = µ((0, y))

Theorem 4.3. Let µ be a fuzzy set in H. If µ is a fuzzy (weak, strong, reflexive) hyper

BCK-implicative ideal of H, then µ = µ1 ×µ2, where µ1 and µ2 are fuzzy sets on H1 and H2

respectively.

Proof. Suppose that µ is a fuzzy hyper BCK-implicative ideal of H.

Then for any (x, u), (y, v), (z, w) ∈ H, where x, y, z ∈ H1 and u, v, w ∈ H2 and for all
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(a, b) ∈ (x, u) ◦ ((y, v) ◦ ((y, v) ◦ (x, u))) = (x ◦ (y ◦ (y ◦ x)), u ◦ (v ◦ (v ◦ u))), we have

µ((a, b)) ≥ min {inf(c,d)∈(((x,u)◦(y,v))◦(y,v))◦(z,w) µ((c, d)), µ((z, w))}

Putting y = v = z = d = 0 and w = u, we get

µ((x, u)) ≥ min {inf(c,0)∈(((x,u)◦(0,0))◦(0,0))◦(0,u) µ((c, 0)), µ((0, u))}
⇒ µ((x, u)) ≥ min {inf(c,0)∈(x, u◦u) µ((c, 0)), µ((0, u))}

⇒ µ((x, u)) ≥ min {µ1(x), µ2(u)}
⇒ µ((x, u)) ≥ (µ1 × µ2)((x, u))

⇒ µ1 × µ2 ⊆ µ (1)

Conversely, since (x, 0) � (x, u) and (0, u) � (x, u)

⇒ µ((x, 0)) ≥ µ((x, u)) and µ((0, u)) ≥ µ((x, u))

Thus we have

(µ1 × µ2)((x, u)) = min {µ1(x), µ2(u)} = min {µ(x, 0), µ(0, u)}
≥ min {µ(x, u), µ(x, u)} = µ(x, u)

⇒ (µ1 × µ2)((x, u)) ≥ µ(x, u)

⇒ µ ⊆ µ1 × µ2 (2)

Hence from (1) and (2) we have, µ1 × µ2 = µ

Theorem 4.4. Let µ = µ1 × µ2 be a fuzzy set in H. Then µ = µ1 × µ2 is a fuzzy (weak,

strong, reflexive) hyper BCK-implicative ideal of H if and only if µ1 and µ2 are fuzzy (weak,

strong, reflexive) hyper BCK-implicative ideals of H1 and H2 respectively.

Proof. Let µ be a fuzzy hyper BCK-implicative ideal of H and let x1 � x2 for some

x1, x2 ∈ H1. Then (x1, 0) � (x2, 0) which implies µ((x1, 0)) = µ1(x1) ≥ µ((x2, 0)) = µ1(x2),

that is, µ1(x1) ≥ µ1(x2)

Moreover for any x1, y1, z1 ∈ H1, let t = min {infa∈((x1◦y1)◦y1)◦z1 µ1(a), µ1(z1)}

Then for all b ∈ ((x1 ◦ y1) ◦ y1) ◦ z1, µ1(b) ≥ infa∈((x1◦y1)◦y1)◦z1 µ1(a) ≥ t and µ1(z1) ≥ t

⇒ µ((b, 0)) ≥ t and µ((z1, 0)) ≥ t, for all (b, 0) ∈ (((x1, 0) ◦ (y1, 0)) ◦ (y1, 0)) ◦ (z1, 0)

⇒ (b, 0) ∈ µt and (z1, 0) ∈ µt, for all (b, 0) ∈ (((x1, 0) ◦ (y1, 0)) ◦ (y1, 0)) ◦ (z1, 0)
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⇒ (((x1, 0) ◦ (y1, 0)) ◦ (y1, 0)) ◦ (z1, 0) ⊆ µt and (z1, 0) ∈ µt

Since by Theorem 3.5, µt �= ∅ is a hyper BCK-implicative ideal of H and so is a weak

hyper BCK-implicative ideal of H (by Theorem 2.9(i)). Thus

((((x1, 0) ◦ (y1, 0)) ◦ (y1, 0)) ◦ (z1, 0)) ⊆ µt and (z1, 0) ∈ µt imply

(x1, 0) ◦ ((y1, 0) ◦ ((y1, 0) ◦ (x1, 0))) ⊆ µt

Therefore µ((s, 0)) ≥ t, for all (s, 0) ∈ (x1, 0) ◦ ((y1, 0) ◦ ((y1, 0) ◦ (x1, 0))) = (x1 ◦ (y1 ◦
(y1 ◦ x1)), 0)

⇒ µ1(s) ≥ t = min {infa∈((x1◦y1)◦y1)◦z1 µ1(a), µ1(z1)},
for all s ∈ x1 ◦ (y1 ◦ (y1 ◦ x1))

Hence µ1 is a fuzzy hyper BCK-implicative ideal of H1.

Similarly we can prove that µ2 is a fuzzy hyper BCK-implicative ideal of H2.

Conversely suppose that µ1 and µ2 are fuzzy hyper BCK-implicative ideals of H1 and H2

respectively.

For any (x, u), (y, v) ∈ H, where x, y ∈ H1 and u, v ∈ H2, let (x, u) � (y, v)

Since (x, u) � (y, v) ⇔ x � y and u � v

⇒ µ1(x) ≥ µ1(y) and µ2(u) ≥ µ2(v)

⇒ min {µ1(x), µ2(u)} ≥ min {µ1(y), µ2(v)}
⇒ (µ1 × µ2)((x, u)) ≥ (µ1 × µ2)((y, v))

⇒ µ((x, u)) ≥ µ((y, v))

Thus (x, u) � (y, v) ⇒ µ((x, u)) ≥ µ((y, v))

Moreover for any (x, u), (y, v), (z, w) ∈ H, where x, y, z ∈ H1 and u, v, w ∈ H2 and for

all (a, b) ∈ (x, u) ◦ ((y, v) ◦ ((y, v) ◦ (x, u))) = (x ◦ (y ◦ (y ◦ x)), u ◦ (v ◦ (v ◦ u))), we have

µ((a, b)) = (µ1 × µ2)((a, b)) = min {µ1(a), µ2(b)}
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≥ min [min {infc∈((x◦y)◦y)◦z µ1(c), µ1(z)}, min {infd∈((u◦v)◦v)◦w µ2(d), µ2(w)}]

= min [min {infc∈((x◦y)◦y)◦z µ1(c), infd∈((u◦v)◦v)◦w µ2(d)}, min { µ1(z), µ2(w)}]

= min [infc∈((x◦y)◦y)◦z, d∈((u◦v)◦v)◦w {min {µ1(c), µ2(d)}}, min { µ1(z), µ2(w)}]

= min {inf(c,d)∈(((x◦y)◦y)◦z, ((u◦v)◦v)◦w) (µ1 × µ2)((c, d)), (µ1 × µ2)((z, w))}

= min {inf(c,d)∈(((x◦y)◦y)◦z, ((u◦v)◦v)◦w) µ((c, d)), µ((z, w))}

⇒ µ((a, b)) ≥ min {inf(c,d)∈(((x,u)◦(y,v))◦(y,v))◦(z,w) µ((c, d)), µ((z, w))}

Hence µ is a fuzzy hyper BCK-implicative ideal of H.

5 CONCLUSION

Every (fuzzy) reflexive hyper BCK-implicative ideal of a hyper BCK-algebra H is a (fuzzy)

strong hyper BCK-implicative ideal of H and every (fuzzy) strong hyper BCK-implicative

ideal of H is a (fuzzy) hyper BCK-implicative ideal of H, each of which in turn is a (fuzzy)

weak hyper BCK-implicative ideal of H. Moreover a fuzzy (weak, strong, reflexive) hyper

BCK-implicative ideal of H is a fuzzy (weak, strong, reflexive) hyper BCK-ideal of H. The hy-

per homomorphic pre-image of a fuzzy (weak, strong, reflexive) hyper BCK-implicative ideal

is also a fuzzy (weak, strong, reflexive) hyper BCK-implicative ideal in any onto hyper ho-

momorphism of two hyper BCK-algebras. The product of two fuzzy (weak, strong, reflexive)

hyper BCK-implicative ideals is also a fuzzy (weak, strong, reflexive) hyper BCK-implicative

ideal.
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Axiom A finite hypergroupK = (K,M b(K), ◦, ∗) consists of a finite setK = {c0, c1, · · · , cn}
together with an associative product (called convolution) ◦ and an involution ∗ in M b(K)
satisfying the following conditions.

(1) The space (M b(K), ◦, ∗) is an associative ∗-algebra with unit δc0 .
(2) For ci, cj ∈ K, the convolution δci ◦ δcj belongs to M1(K).
(3) There exists an involutive bijection ci �→ c∗i on K such that δc∗i = δ∗ci .

Moreover cj = c∗i if and only if c0 ∈ supp(δci ◦ δcj ) for all ci, cj ∈ K.

A finite hypergroup K is called commutative if the convolution ◦ on M b(K) is commutative.

Let K and L be finite hypergroups. A mapping φ : K → L is called a (hypergroup)
homomorphism of K into L if there exists a ∗-homomorphism φ̃ of M b(K) into M b(L) as
∗-algebras such that δφ(c) = φ̃(δc). If φ̃ is bijective, φ is called an isomorphism of K onto
L. In the case that L = K, an isomorphism φ : K → K is called an automorphism of K.
The set of all automorphisms of K becomes a group and it is denoted by Aut(K). Let G
be a finite group. A homomorphism α : G → Aut(K) is called an action of G on K.

For a commutative hypergroupK, a complex-valued function χ onK is called a character
if χ is linearly extendable on M b(K) to be χ̃(δci) = χ(ci) and satisfying that χ̃(δc0) = 1,
χ̃(δci ◦ δcj ) = χ̃(δci)χ̃(δcj ) and χ̃(δ∗ci) = χ̃(δci) for all ci, cj ∈ K. We denote the trivial

character by χ0. Let K̂ be the set of all characters of K. A convolution on K̂ is defined by
multiplication of functions on K. Then K̂ becomes a signed hypergroup and the duality
ˆ̂
K ∼= K holds.

Conjugacy class hypergroup Let G be a finite group. For g ∈ G, put αg(k) = Adg(k) =
gkg−1 (k ∈ G). Then α is an action of G on G. Hence we obtain the orbital hypergroup
Kα(G) which we denote by K(G) which is called a conjugacy class hypergroup of G.

Character hypergroup For a finite group G, Ĝ = {π0, π1, · · · , πm} is the set of the all
equivalence classes of irreducible representations of G. For πj ∈ Ĝ, a character χj associated
with πj is defined by

χj(g) =
1

dimπj
tr(πj(g)).

Then K(Ĝ) = {χ0, χ1, · · · , χm} becomes a commutative hypergroup with unit χ0 by the
multiplication of functions on G.

Hypergroup join For two finite hypergroups H = {h0, h1, · · · , hm} and L = {ℓ0, ℓ1, · · ·
, ℓk}, a hypergroup join

H ∨ L = {h0, h1, · · · , hm, ℓ1, · · · , ℓk}

is defined by the convolution ⋄ whose structure equations are

δhi
⋄ δhj

= δhi
◦ δhj

, δhi
⋄ δℓj = δℓj ,

δℓi ⋄ δℓj = δℓi ◦ δℓj when ℓj ̸= ℓ∗i ,

δℓi ⋄ δ∗ℓi = n0
iω(H) +

k∑
j=1

nj
i δℓj

where δℓi ◦ δ∗ℓi = n0
i δℓ0 +

∑k
j=1 n

j
i δℓj and ω(H) is the normalized Haar measure of H.
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3 Deformations of finite abelian groups
Let K = {c0, c1} be a hypergroup of order two. Then the structure of K is determined

by

δc1 ◦ δc1 = qδc0 + (1− q)δc1

where 0 < q ≤ 1. We denote it by Zq(2) which is interpreted as a q-deformation of Z2.
Stimulating by this fact, we have started to study q-deformations of finite groups.

3.1 Deformation Zq(3) of Z3

First of all we discuss a q-deformation of Z3. It is easy to check the following proposition
directly and this fact is also described in the paper ([19], [23] and [25]).

Proposition 3.1 Let K = {c0, c1, c2} be a hypergroup of order three. For each q (0 <
q ≤ 1) there exists a unique hypergroup of order three such that δ∗c1 = δc2 and δc1 ◦ δc2 =
qδc0 + a1δc1 + a2δc2 .

We denote the above K by Zq(3), which is interpreted as a q-deformation of Z3. The
structure equations of Zq(3) = {c0, c1, c2} (0 < q ≤ 1) are determined by

δc1 ◦ δc2 = qδc0 +
1− q

2
δc1 +

1− q

2
δc2 ,

δc1 ◦ δc1 =
1− q

2
δc1 +

1 + q

2
δc2 ,

δc2 ◦ δc2 =
1 + q

2
δc1 +

1− q

2
δc2 .

Put Ẑq(3) = {χ0, χ1, χ2}. Then the character table of Zq(3) is

c0 c1 c2
χ0 1 1 1
χ1 1 ωq ωq

χ2 1 ωq ωq

where ωq =
−q+i

√
q2+2q

2 .

By the symmetry of the character table we see that Ẑq(3) ∼= Zq(3).

3.2 Deformation Z(p,q)(4) of Z4

We investigated several kinds of extension problem in the category of commutative
hypergroups, refer to [6], [8], [10], [11], [12], [13], [14], [15], [16], [17], [18]. The cyclic
group Z4 of order four is a non-splitting extension of Z2 by Z2. Then one can consider a
non-splitting extension Z(p,q)(4) (0 < p ≤ 1, 0 < q ≤ 1) of Zq(2) by Zp(2) as follows.

Proposition 3.2 (Example 4.2 in [14]) For (p, q) (0 < p ≤ 1, 0 < q ≤ 1) there exists a
unique hypergroup Z(p,q)(4) = {c0, c1, c2, c3} of order four, which is an extension hypergroup
of Zq(2) by Zp(2) = {c0, c2} such that c∗1 = c3.
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The structure of Z(p,q)(4) = {c0, c1, c2, c3} (0 < p ≤ 1, 0 < q ≤ 1) is given by

δc1 ◦ δc1 = δc3 ◦ δc3 =
1− q

2
δc1 + qδc2 +

1− q

2
δc3 ,

δc2 ◦ δc2 = pδc0 + (1− p)δc2 , δc1 ◦ δc2 =
1− p

2
δc1 +

1 + p

2
δc3 ,

δc1 ◦ δc3 =
2pq

1 + p
δc0 +

1− q

2
δc1 +

q − pq

1 + p
δc2 +

1− q

2
δc3 ,

δc2 ◦ δc3 =
1 + p

2
δc1 +

1− p

2
δc3 .

Put ̂Z(p,q)(4) = {χ0, χ1, χ2, χ3}. Then the character table of Z(p,q)(4) is

c0 c1 c2 c3
χ0 1 1 1 1
χ1 1 i

√
pq −p −i

√
pq

χ2 1 −q 1 −q
χ3 1 −i

√
pq −p i

√
pq

It is easy to see that Z(p,q)(4) is interpreted as a (p, q)-deformation of Z4 and ̂Z(p,q)(4) ∼=
Z(q,p)(4).

4 Deformations of non-abelian finite groups
Let α be an action of a finite group G on a finite hypergroup H = (H,M b(H), ◦, ∗).

Then a semi-direct product hypergroup S := H �α G is introduced in [5]. A convolution
◦α in M b(S) is defined by

(εh1 ⊗ δg1) ◦α (εh2 ⊗ δg2) := (εh1 ◦ εαg1 (h2) ⊗ δg1g2),

where ε and δ stand for Dirac measures in M b(H) and M b(G) respectively. Unit element
is εe ⊗ δe. An involution − is

(µ⊗ δg)
− := α−1

g (µ∗)⊗ δg−1

for all µ ∈ M b(H) and g ∈ G.

4.1 Deformation Sq(3) of the symmetric group S3

The symmetric group S3 is a semi-direct product Z3 �α Z2 where α is an action of Z2

on Z3.

Let α be an action of Z2 = {e, g} on a hypergroup Zq(3) = {h0, h1, h2} (0 < q ≤ 1) such
that

αg(h1) = h2, αg(h2) = h1.

Then we obtain a semi-direct product hypergroup

Sq(3) := Zq(3)�α Z2

which is a q-deformation of the symmetric group S3 = Z3 �α Z2.

Scientiae Mathematicae Japonicae Online e-2015

14 November 2014
116



DEFORMATIONS OF FINITE HYPERGROUPS

4.2 Deformation D(p,q)(4) of the dihedral group D4

The dihedral group D4 is written by a semi-direct product Z4 �α Z2.

Let H = Z(p,q)(4) = {h0, h1, h2, h3} (0 < p ≤ 1, 0 < q ≤ 1) be the (p, q)-deformation of
Z4 and α an action of Z2 = {e, g} on Z(p,q)(4) given by

αg(h1) = h3, αg(h2) = h2, αg(h3) = h1.

Then we obtain a semi-direct product hypergroup

D(p,q)(4) := Z(p,q)(4)�α Z2.

Hence, we obtain a (p, q)-deformation D(p,q)(4) of the dihedral group D4.

4.3 Another deformation Wq(4) of the dihedral group D4

The dihedral group D4 is also written by a semi-direct product (Z2 × Z2)�β Z2 where
β is a flip action of Z2 on Z2 × Z2.

Let Zq(2)×Zq(2) = {(h0, h0), (h0, h1), (h1, h0), (h1, h1) ; h0, h1 ∈ Zq(2)} be a q-deformat-

ion of Z2 × Z2. Let β be a flip action of Z2 = {e, g} on Zq(2)× Zq(2) given by

βg((hi, hj)) = (hj , hi) (i, j = 0 or 1).

Then we obtain a semi-direct product hypergroup

Wq(4) := (Zq(2)× Zq(2))�β Z2.

The hypergroup Wq(4) is another q-deformation of D4.

4.4 Deformation Qq(4) of the quaternion group Q4

The structure of the quaternion group Q4 = {±1,±i,±j,±k} is determined by

i2 = j2 = k2 = −1, ij = k.

Let α be an action of Z2 = {e, g} on Z4 = {h0, h1, h2, h3} such that

αg(h1) = h3, αg(h2) = h2, αg(h3) = h1.

Let c be a Z4-valued 2-cocycle of Z2 which is also given by

c(e, e) = c(e, g) = c(g, e) = h0 and c(g, g) = h2.

Then a twisted semi-direct product group Z4 �c
α Z2 is defined by the product

(h, g)(h′, g′) = (hαg(h
′)c(g, g′), gg′)

for h, h′ ∈ Z4 and g, g′ ∈ Z2. The quaternion group Q4 is isomorphic to Z4 �c
α Z2. Hence

we interpret Q4 as a twisted semi-direct product group Z4 �c
α Z2.

Let Z(1,q)(4) = {h0, h1, h2, h3} be a q-deformation of Z4 with a subgroup {h0, h2} and c
a Z(1,q)(4)-valued 2-cocycle which is also given by

c(e, e) = c(e, g) = c(g, e) = h0 and c(g, g) = h2.

Then, we obtain a twisted semi-direct product hypergroup

Qq(4) := Z(1,q)(4)�c
α Z2.

The hypergroup Qq(4) is a q-deformation of the quaternion group Q4 = Z4 �c
α Z2.
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5 Deformations of finite hypergroups
In this section we discuss q-deformations of several kinds of finite hypergroups in a

similar way to the case of finite groups.

5.1 Deformations of orbital hypergroups
Given an action α of a finite group G on a commutative hypergroup H, we obtain a

orbit O = {αg(h) ; g ∈ G} of h ∈ H under the action α. Let {O0, O1, · · · , Om} be the set
of all orbits in H. We denote an element cj which is corresponding to each orbit Oj and
put Hα = {c0, c1, · · · , cm}. Let M b(H)α denote the fixed point algebra of M b(H) under
the action α, namely

M b(H)α = {µ ∈ M b(H) ; αg(µ) = µ for all g ∈ G}.

We note that M b(H)α is a ∗-subalgebra of M b(H). For cj ∈ Hα, put

δcj =
1

|Oj |
∑
h∈Oj

δh =
1

|G|
∑
g∈G

αg(δh).

Then δcj ∈ M b(H)α ∩M1(H). Kα(H) = (Hα,M b(H)α, ◦, ∗) becomes a hypergroup which
is called an orbital hypergroup of H by the action α.

Example 1 The orbital hypergroup Kα(Zq(3)) = {c0, c1} is a q-deformation of Kα(Z3).
The structure equations are

δc1 ◦ δc1 =
q

2
δc0 +

(
1− q

2

)
δc1 .

Remark Kα(Zq(3)) = Z q
2
(2).

Example 2 The orbital hypergroup Kα(Z(p,q)(4)) = {c0, c1, c2} is a q-deformation of
Kα(Z4).

The structure equations are

δc1 ◦ δc1 = pδc0 + (1− p) δc1 , δc1 ◦ δc2 = δc2 ,

δc2 ◦ δc2 =
pq

1 + p
δc0 +

q

1 + p
δc1 + (1− q)δc2 .

Remark Kα(Z(p,q)(4)) = Zp(2) ∨ Zq(2).

5.2 Deformations of character hypergroups of semi-direct product hypergroups
Let S = H �α G be a semi-direct product hypergroup defined by an action α of a finite

abelian group G on a finite commutative hypergroup H (Refer to [5]). Ŝ = Ĥ �α G is the
set of all equivalence classes of irreducible representations of S. For (π,H(π)) ∈ Ŝ, the
character ch(π) of π is defined by

ch(π)((h, g)) =
1

dimπ
tr(π(h, g))

where (h, g) ∈ H �α G and tr is the trace of B(H(π)). Put K(Ŝ) = {ch(π) ; π ∈ Ŝ}.

Proposition 5.1 ([5] and [7]) If the action α satisfies the regularity condition, then

K(Ĥ �α G) becomes a commutative hypergroup by the product of functions on S = H�αG.
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This hypergroup is called a character hypergroup of the semi-direct product hypergroup
S = H �α G.

Example 3 The character hypergroup K(Ŝq(3)) of Sq(3) = Zq(3)�αZ2 is a q-deformation

of K(�S3).

Ŝq(3) = Ĥ �α G = {χ0 ⊙ τ0, χ0 ⊙ τ1, π}, where π is a two-dimensional irreducible

representation of Sq(3). K(Ŝq(3)) = {ch(χ0 ⊙ τ0), ch(χ0 ⊙ τ1), ch(π)}. The character table
is

(h0, e) (h1, e) (h2, e) (h0, g) (h1, g) (h2, g)
γ0 = ch(χ0 ⊙ τ0) 1 1 1 1 1 1
γ1 = ch(χ0 ⊙ τ1) 1 1 1 −1 −1 −1

γ2 = ch(π) 1 − q
2 − q

2 0 0 0

and the structure equations of K(Ŝq(3)) are

γ1γ1 = γ0, γ2γ2 =
q

4
γ0 +

q

4
γ1 +

(
1− q

2

)
γ2, γ1γ2 = γ2.

Example 4 The character hypergroup K( ̂D(p,q)(4)) of D(p,q)(4) = Z(p,q)(4) �α Z2 is a

(p, q)-deformation of K(�D4).

The structure equations of K( ̂D(p,q)(4)) = {γ0, γ1, γ2, γ3, γ4} are

γ1γ1 = γ0, γ1γ2 = γ3, γ1γ3 = γ2,

γ2γ2 = γ3γ3 = qγ0 + (1− q)γ2, γ2γ3 = qγ1 + (1− q)γ3,

γ4γ4 =
pq

2(1 + q)
γ0 +

pq

2(1 + q)
γ1 +

p

2(1 + q)
γ2 +

p

2(1 + q)
γ3 + (1− p)γ4,

γ1γ4 = γ4, γ2γ4 = γ4, γ3γ4 = γ4.

Example 5 The character hypergroup K(Q̂q(4)) of Qq(4) = Z(1,q)(4) �c
α Z2 is a q-

deformation of K(�D4).

The structure equations of K(Q̂q(4)) = {γ0, γ1, γ2, γ3, γ4} are

γ1γ1 = γ0, γ1γ2 = γ3, γ1γ3 = γ2,

γ2γ2 = γ3γ3 = qγ0 + (1− q)γ2, γ2γ3 = qγ1 + (1− q)γ3,

γ4γ4 =
q

2(1 + q)
γ0 +

q

2(1 + q)
γ1 +

1

2(1 + q)
γ2 +

1

2(1 + q)
γ3,

γ1γ4 = γ4, γ2γ4 = γ4, γ3γ4 = γ4.

5.3 Deformations of generalized conjugacy class hypergroups
Let S = H �α G be a semi-direct product hypergroup. Then there exists the canonical

conditional expectation E from M b(S) onto the center Z(M b(S)) of M b(S). Put

K(H �α G) := {E(δ(h,g)) ; (h, g) ∈ H �α G}.

Proposition 5.2 ([6]) If the action α satisfies the regularity condition, then K(H �α G)
becomes a commutative hypergroup with the convolution in the center Z(M b(S)). Moreover

K̂(H �α G) ∼= K(Ĥ �α G) holds.
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We call K(H �α G) a generalized conjugacy class hypergroup of H �α G.

Example 6 The generalized conjugacy class hypergroupK(Sq(3)) of Sq(3) is a q-deformation
of K(S3).

The structure equations of K(Sq(3)) = {c0, c1, c2} are

δc1 ◦ δc1 =
q

2
δc0 +

(
1− q

2

)
δc1 , δc2 ◦ δc2 =

q

q + 2
δc0 +

2

q + 2
δc1 , δc1 ◦ δc2 = δc2 .

Example 7 The generalized conjugacy class hypergroup K(D(p,q)(4)) of D(p,q)(4) is a
(p, q)-deformation of K(D4).

The structure equations of K(D(p,q)(4)) = {c0, c1, c2, c3, c4} are

δc1 ◦ δc1 = δc4 ◦ δc4 =
pq

1 + p
δc0 + (1− q)δc1 +

q

1 + p
δc2 ,

δc2 ◦ δc2 = pδc0 + (1− p)δc2 , δc3 ◦ δc3 =
p

1 + p
δc0 +

1

1 + p
δc2 ,

δc1 ◦ δc2 = δc1 , δc1 ◦ δc3 = δc4 , δc1 ◦ δc4 = qδc3 + (1− q)δc4 ,

δc2 ◦ δc4 = δc4 , δc2 ◦ δc3 = δc3 , δc3 ◦ δc4 = δc1 .

Example 8 The generalized conjugacy class hypergroupK(Qq(4)) ofQq(4) is a q-deformation
of K(Q4).

The structure equations of K(Qq(4)) = {c0, c1, c2, c3, c4} are

δc1 ◦ δc1 = δc4 ◦ δc4 =
q

2
δc0 + (1− q)δc1 +

q

2
δc2 ,

δc2 ◦ δc2 = δc0 , δc3 ◦ δc3 =
1

2
δc0 +

1

2
δc2 ,

δc1 ◦ δc2 = δc1 , δc1 ◦ δc3 = δc4 , δc1 ◦ δc4 = qδc3 + (1− q)δc4 ,

δc2 ◦ δc4 = δc4 , δc2 ◦ δc3 = δc3 , δc3 ◦ δc4 = δc1 .

By the above structure equations, we have the following theorem.

Theorem There are deformations Sq(3) = Zq(3) �α Z2 of the symmetric group S3,
D(p,q)(4) = Z(p,q)(4) �α Z2 and Wq(4) = (Zq(2) × Zq(2)) �β Z2 of the dihedral group
D4 and Qq(4) = Z(1,q)(4)�c

αZ2 of the quaternion group Q4 in the category of hypergroups.
These deformations have the following properties.

(1) K(Ŝq(3)) = Z2 ∨ Z q
2
(2) and K(Sq(3)) = Z q

2
(2) ∨ Z2.

(2) K( ̂D(p,q)(4)) is a (q, p)-deformation of K(�D4) and K(D(p,q)(4)) is a (p, q)-deformation

of K(D4). K(Q̂q(4)) is a q-deformation of K(�Q4) and K(Qq(4)) is a q-deformation of K(Q4).

Moreover K( ̂D(1,q)(4)) ∼= K(Q̂q(4)) and K(D(1,q)(4)) ∼= K(Qq(4)) although D(1,q)(4) is not
isomorphic to Qq(4).

(3) K(Ŵq(4)) is not a hypergroup when q ̸= 1.

Proof (1) We put Z2 = {b0, b1} and Z q
2
(2) = {c0, c1}, where δb1 ◦ δb1 = δb0 and δc1 ◦ δc1 =

q
2δc0 + (1 − q

2 )δc1 (0 < q ≤ 1). The structure of K(Ŝq(3)) in Example 3 is the same of

the hypergroup join Z2 ∨ Z q
2
(2). Hence K(Ŝq(3)) = Z2 ∨ Z q

2
(2). In a similar way we get

K(Sq(3)) = Z q
2
(2) ∨ Z2 as in Example 6.
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(2) The former properties follow directly from above examples 4, 7, 5 and 8. Both of
D(1,q)(4) and Qq(4) are extension hypergroups of Z2 by Z(1,q)(4). However D(1,q)(4) is of
splitting type but Qq(4) is of non-splitting type. Hence D(1,q)(4) is not isomorphic to Qq(4).

(3) We put ̂Zq(2)× Zq(2) = {χ0, χ1, χ2, χ3} and �Z2 = {τ0, τ1}. Then

Ŵq(4) = {χ0 ⊙ τ0, χ0 ⊙ τ1, χ3 ⊙ τ0, χ3 ⊙ τ1, π},

where π is the two-dimensional irreducible representation of Wq(4) given by

π = ind
Wq(4)

Zq(2)×Zq(2)
(χ1 ⊙ τ0).

Hence,

K(Ŵq(4)) = {ch(χ0 ⊙ τ0), ch(χ0 ⊙ τ1), ch(χ3 ⊙ τ0), ch(χ3 ⊙ τ1), ch(π)}.

Assume that K(Ŵq(4)) is a hypergroup for q ̸= 1. Then

ch(χ3⊙τ0)ch(χ3⊙τ0) = a0ch(χ0⊙τ0)+a1ch(χ0⊙τ1)+a2ch(χ3⊙τ0)+a3ch(χ3⊙τ1)+a4ch(π),

where
∑4

j=0 aj = 1 and aj ≥ 0 (j = 0, 1, 2, 3, 4). Since

ch(χ0 ⊙ τ1)(h0, g) = −1, ch(χ3 ⊙ τ1)(h0, g) = −1,

ch(π)(h0, g) = 0 and ch(χ3 ⊙ τ0)ch(χ3 ⊙ τ0)(h0, g) = 1

where h0 is the unit of Zq(2)× Zq(2) and Z2 = {e, g}, g2 = e, we see that

a0 − a1 + a2 − a3 = 1.

This implies that a1 = 0, a3 = 0, a4 = 0. Hence, we get

ch(χ3 ⊙ τ0)ch(χ3 ⊙ τ0) = a0ch(χ0 ⊙ τ0) + a2ch(χ3 ⊙ τ0).

Restricting this equality to Zq(2)× Zq(2), we obtain

χ3χ3 = a0χ0 + a2χ3.

This contradicts with the fact :

χ3χ3 = q2χ0 + q(1− q)χ1 + q(1− q)χ2 + (1− q)2χ3.

Hence, K(Ŵq(4)) is not a hypergroup when q ̸= 1. �
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Abstract. We study idempotents and square roots in the upper triangular matrix
Banach algebras over real or complex numbers. We compute explicitly and determine
algebraically the idempotents and the square roots in the cases of size: two by two,
three by three, and four by four. We also consider their equivalence classes by homo-
topy and classify topologically the upper triangular matrix algebras in those cases and
in general by the groups generated by the homotopy classes. Moreover, we consider
some infinite dimensional, Banach algebras obtained as inductive limits of the upper
triangular matrix algebras and obtain several topological classification results for the
inductive limits.

1 Introduction We begin to study idempotents and square roots in the upper triangular
matrix Banach algebras over real or complex numbers. The upper triangular matrix algebras
are typical examples of finite dimensional non self-adjoint Banach algebras over real or
complex numbers. We compute explicitly and determine algebraically idempotents and
square roots of the upper triangular matrix algebras in the cases of size: two by two, three
by three, and four by four. The statements as lists as examples obtained should be useful
and convenient for the readers. We also consider the equivalence classes of the idempotents
and the square roots by homotopy and classify topologically the upper triangular matrix
algebras in the cases and in the general case by the groups generated by the homotopy
classes. Moreover, we consider some infinite dimensional, Banach algebras obtained as
inductive limits of the upper triangular matrix algebras, and obtain several (topological)
classification results for the inductive limits by our V-theory groups mentioned below and
also by the scales for the units

As a contrast, C∗-algebras are self-adjoint Banach algebras over complex numbers with
the C∗-norm condition. The full matrix algebras over complex numbers are typical ex-
amples of finite dimensional C∗-algebras. Projections of C∗-algebras, that are self-adjoint
idempotents, and unitaries of C∗-algebras, with adjoints as inverses, play main roles in the
K-theory for C∗-algebras, and their associated K-theory classes generate K-theory groups
of C∗-algebras ([1], [4] and [5]). By lack of self-adjointness for non self-adjoint Banach
algebras, as candidates as substitute, we consider idempotents and square roots and their
homotopy classes, that generate our named V-theory groups, first introduced in this paper.

As for inductive limit algebras, AF (approximately finite dimensional) C∗-algebras, that
are inductive limits of finite direct sums of full matrix algebras, are classified by K-theory
groups (but K0 only since K1 trivial) as ordered groups with the scales (see the corre-
sponding results in [1], [4], or [5], due to [2]). Our V-theory groups (V0 of V0 and V1) just
correspond to the scales in the C∗-algebra K-theory, in which the symbol V is used for
indicating the sets of equivalence classes of projections of matrix algebras over a C∗-algebra
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and the symbol Σ is used for indicating the scales for a C∗-algebra (see [1]). Note that, by
lack of self-adjointness, there are no non self-adjoint unitaries, and no unitary equivalence
and no stably unitary equivalence as for idempotents in non self-adjoint Banach algebras,
but can be used homotopy in the algebras.

However, the scaled ordered, C∗-algebra K-theory groups (K0) for the inductive limits
of non self-adjoint Banach subalgebras obtained in inductive limits of C∗-algebras, such as
AF-algebras and UHF-algebras, have been already used to classify those non self-adjoint
inductive limit algebras, containing the case we consider here (see [3]). Therefore, our
classification results in application to inductive limit non self-adjont algebras are not new,
but our formulation in terms of non self-adjoint algebras only, V0 as well as V1 (non-trivial
while K1 trivial in that case) seems to be new in this sense, and anyhow to be an equivalent
replacement as another method or attempt.

2 The two by two case We denote by T2(R) the algebra of all upper triangular 2 × 2
matrices over the real field R and by T2(C) the same algebra over the complex field C. We
give the topology on the algebras by the Euclidean norm, for convenience, via T2(R) ∼= R3

and T2(C) ∼= C3 as a space. Let F be either R or C.
Recall that a matrix element A of T2(F ) is said to be an idempotent if A2 = A.

Proposition 2.1. All idempotents of T2(F ) are listed up as
(

1 0
0 1

)
,

(
1 b
0 0

)
,

(
0 b
0 1

)
,

(
0 0
0 0

)

for any b ∈ F .

Proof. Let

A =
(

a b
0 c

)
∈ T2(F )

with A2 = A, so that a2 = a, c2 = c, and b(a + c) = b. Hence a = 0 or 1, and c = 0 or
1.

Denote by P2(F ) the set of all idempotents of T2(F ). Define the equivalence relation for
elements of P2(F ) by that two elements of P2(F ) are equivalent if there is a continuous path
within P2(F ) between the two elements. Write by E0(T2(F )) the set of all equivalence classes
by the equivalence relation. Denote by [· · · ] the class of an idempotent P = (· · · ) ∈ P2(F ).

Corollary 2.2. All classes of E0(T2(F )) are listed up as
[
1 0
0 1

]
,

[
1 0
0 0

]
,

[
0 0
0 1

]
,

[
0 0
0 0

]
.

As, possibly, a new notion to simplify the situation, we may introduce, as an attempt,

Definition 2.3. We now define the anti-diagonal transpose Aat of A ∈ T2(F ) by

Aat =
(

c b
0 a

)
for A =

(
a b
0 c

)
.

We denote by T2(F )/ ∼at the set of matrices of T2(F ) identified under the anti-transpose.
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Abstract. We study idempotents and square roots in the upper triangular matrix
Banach algebras over real or complex numbers. We compute explicitly and determine
algebraically the idempotents and the square roots in the cases of size: two by two,
three by three, and four by four. We also consider their equivalence classes by homo-
topy and classify topologically the upper triangular matrix algebras in those cases and
in general by the groups generated by the homotopy classes. Moreover, we consider
some infinite dimensional, Banach algebras obtained as inductive limits of the upper
triangular matrix algebras and obtain several topological classification results for the
inductive limits.

1 Introduction We begin to study idempotents and square roots in the upper triangular
matrix Banach algebras over real or complex numbers. The upper triangular matrix algebras
are typical examples of finite dimensional non self-adjoint Banach algebras over real or
complex numbers. We compute explicitly and determine algebraically idempotents and
square roots of the upper triangular matrix algebras in the cases of size: two by two, three
by three, and four by four. The statements as lists as examples obtained should be useful
and convenient for the readers. We also consider the equivalence classes of the idempotents
and the square roots by homotopy and classify topologically the upper triangular matrix
algebras in the cases and in the general case by the groups generated by the homotopy
classes. Moreover, we consider some infinite dimensional, Banach algebras obtained as
inductive limits of the upper triangular matrix algebras, and obtain several (topological)
classification results for the inductive limits by our V-theory groups mentioned below and
also by the scales for the units

As a contrast, C∗-algebras are self-adjoint Banach algebras over complex numbers with
the C∗-norm condition. The full matrix algebras over complex numbers are typical ex-
amples of finite dimensional C∗-algebras. Projections of C∗-algebras, that are self-adjoint
idempotents, and unitaries of C∗-algebras, with adjoints as inverses, play main roles in the
K-theory for C∗-algebras, and their associated K-theory classes generate K-theory groups
of C∗-algebras ([1], [4] and [5]). By lack of self-adjointness for non self-adjoint Banach
algebras, as candidates as substitute, we consider idempotents and square roots and their
homotopy classes, that generate our named V-theory groups, first introduced in this paper.

As for inductive limit algebras, AF (approximately finite dimensional) C∗-algebras, that
are inductive limits of finite direct sums of full matrix algebras, are classified by K-theory
groups (but K0 only since K1 trivial) as ordered groups with the scales (see the corre-
sponding results in [1], [4], or [5], due to [2]). Our V-theory groups (V0 of V0 and V1) just
correspond to the scales in the C∗-algebra K-theory, in which the symbol V is used for
indicating the sets of equivalence classes of projections of matrix algebras over a C∗-algebra
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Note that the anti-diagonal transpose corresponds to a permutation on T2(F ) ∼= F 3.
Also, one has

{J2AJ2}t ≡
{(

0 1
1 0

)(
a b
0 c

)(
0 1
1 0

)}t

=
(

c b
0 a

)
= Aat

with {· · · }t the usual transpose, but in M2(F ) the 2 × 2 matrix algebra over F .

Corollary 2.4. All idempotents of T2(F )/ ∼at are listed up as

(
1 0
0 1

)
,

(
1 b
0 0

)
,

(
0 0
0 0

)

for any b ∈ F .

Corollary 2.5. All classes of E0(T2(F )/ ∼at) are listed up as

[
1 0
0 1

]
,

[
1 0
0 0

]
,

[
0 0
0 0

]
.

Recall that a matrix element A of T2(F ) is said to be a square root if A2 = I2 the 2× 2
identity matrix.

Proposition 2.6. All square roots of T2(F ) are listed up as

(
±1 0
0 ±1

)
(compound 4 cases),

(
± 1 b
0 ∓1

)
(not compound 2 cases)

for any b ∈ F non-zero.

Remark. In what follows, we make the difference of the compound (or composite) in order
case or not by denoting ±1 usual or ±1 bold as in the statement above.

Proof. Let

A =
(

a b
0 c

)
∈ T2(F )

with A2 = I2, so that a2 = 1, c2 = 1, and b(a + c) = 0. Hence a = 1 or −1, and c = 1 or
−1, and if b is non-zero, then a = −c.

Denote by R2(F ) the set of all square roots of T2(F ). Define the equivalence relation
for elements of R2(F ) by that two elements of R2(F ) are equivalent if there is a continuous
path within R2(F ) between the two elements. Write by E1(T2(F )) the set of all equivalence
classes by the equivalence relation. Denote by [· · · ] the class of a square root R = (· · · ) ∈
R2(F ).

Corollary 2.7. All classes of E1(T2(F )) are listed up as

[
±1 0
0 ±1

]
(compound in order 4 cases).
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3 The three by three case We denote by T3(F ) the algebra of all upper triangular
3 × 3 matrices over F , where F is either R or C. We give the topology on the algebra by
the Euclidean norm, for convenience, via T3(F ) ∼= F 6 as a space.

Proposition 3.1. All idempotents of T3(F ) are listed up as



0 0 0
0 0 0
0 0 0


 ,




1 x y
0 0 0
0 0 0


 ,




0 x xz
0 1 z
0 0 0


 ,




0 0 y
0 0 z
0 0 1


 ,




1 0 y
0 1 z
0 0 0


 ,




1 x −xz
0 0 z
0 0 1


 ,




0 x y
0 1 0
0 0 1


 ,




1 0 0
0 1 0
0 0 1




for any x, y, z ∈ F .

Proof. Let

A =




a x y
0 b z
0 0 c


 ∈ T3(F )

with A2 = A, so that a2 = a, b2 = b, c2 = c, and (a+b)x = x, (b+c)z = z, (a+c)y+xz = y.
Hence a = 0 or 1, and b = 0 or 1, and c = 0 or 1.

If a = b = c = 0, then x = y = z = 0.
If a = 1 and b = c = 0, then z = 0.
If b = 1 and a = c = 0, then y = xz.
If c = 1 and a = b = 0, then x = 0.
Moreover, if a = b = 1 and c = 0, then x = 0.
If a = c = 1 and b = 0, then y = −xz.
If a = 0 and b = c = 1, then z = 0.
If a = b = c = 1, then x = y = z = 0.
These cases correspond to the matrices in the statement in this order.

Denote by P3(F ) the set of all idempotents of T3(F ). Define the equivalence relation for
elements of P3(F ) by that two elements of P3(F ) are equivalent if there is a continuous path
within P3(F ) between the two elements. Write by E0(T3(F )) the set of all equivalence classes
by the equivalence relation. Denote by [· · · ] the class of an idempotent P = (· · · ) ∈ P3(F ).

Corollary 3.2. All classes of E0(T3(F )) are listed up as



0 0 0
0 0 0
0 0 0


 ,




1 0 0
0 0 0
0 0 0


 ,




0 0 0
0 1 0
0 0 0


 ,




0 0 0
0 0 0
0 0 1


 ,




1 0 0
0 1 0
0 0 0


 ,




1 0 0
0 0 0
0 0 1


 ,




0 0 0
0 1 0
0 0 1


 ,




1 0 0
0 1 0
0 0 1


 .

Definition 3.3. We now define the anti-diagonal transpose Aat of A ∈ T3(F ) by

Aat =




c z y
0 b x
0 0 a


 for A =




a x y
0 b z
0 0 c


 .

We denote by T3(F )/ ∼at the set of matrices of T3(F ) identified under the anti-transpose.
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in general by the groups generated by the homotopy classes. Moreover, we consider
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1 Introduction We begin to study idempotents and square roots in the upper triangular
matrix Banach algebras over real or complex numbers. The upper triangular matrix algebras
are typical examples of finite dimensional non self-adjoint Banach algebras over real or
complex numbers. We compute explicitly and determine algebraically idempotents and
square roots of the upper triangular matrix algebras in the cases of size: two by two, three
by three, and four by four. The statements as lists as examples obtained should be useful
and convenient for the readers. We also consider the equivalence classes of the idempotents
and the square roots by homotopy and classify topologically the upper triangular matrix
algebras in the cases and in the general case by the groups generated by the homotopy
classes. Moreover, we consider some infinite dimensional, Banach algebras obtained as
inductive limits of the upper triangular matrix algebras, and obtain several (topological)
classification results for the inductive limits by our V-theory groups mentioned below and
also by the scales for the units

As a contrast, C∗-algebras are self-adjoint Banach algebras over complex numbers with
the C∗-norm condition. The full matrix algebras over complex numbers are typical ex-
amples of finite dimensional C∗-algebras. Projections of C∗-algebras, that are self-adjoint
idempotents, and unitaries of C∗-algebras, with adjoints as inverses, play main roles in the
K-theory for C∗-algebras, and their associated K-theory classes generate K-theory groups
of C∗-algebras ([1], [4] and [5]). By lack of self-adjointness for non self-adjoint Banach
algebras, as candidates as substitute, we consider idempotents and square roots and their
homotopy classes, that generate our named V-theory groups, first introduced in this paper.

As for inductive limit algebras, AF (approximately finite dimensional) C∗-algebras, that
are inductive limits of finite direct sums of full matrix algebras, are classified by K-theory
groups (but K0 only since K1 trivial) as ordered groups with the scales (see the corre-
sponding results in [1], [4], or [5], due to [2]). Our V-theory groups (V0 of V0 and V1) just
correspond to the scales in the C∗-algebra K-theory, in which the symbol V is used for
indicating the sets of equivalence classes of projections of matrix algebras over a C∗-algebra
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Note that Aat is just the transpose of J3AJ3:

Aat = {J3AJ3}t = J t
3A

tJ t
3 = J3A

tJ3,

with J3 the 3× 3 matrix of (1, 3), (2, 2), (3, 1) components as 1 and other components as 0.

Corollary 3.4. All idempotents of T3(F )/ ∼at are listed up as



0 0 0
0 0 0
0 0 0


 ,




1 x y
0 0 0
0 0 0


 ,




0 x xz
0 1 z
0 0 0


 ,




1 0 y
0 1 z
0 0 0


 ,




1 x −xz
0 0 z
0 0 1


 ,




1 0 0
0 1 0
0 0 1




for any x, y, z ∈ F .

Corollary 3.5. All classes of E0(T3(F )/ ∼at) are listed up as



0 0 0
0 0 0
0 0 0


 ,




1 0 0
0 0 0
0 0 0


 ,




0 0 0
0 1 0
0 0 0


 ,




1 0 0
0 1 0
0 0 0


 ,




1 0 0
0 0 0
0 0 1


 ,




1 0 0
0 1 0
0 0 1


 .

Proposition 3.6. All square roots of T3(F ) are listed up as


±1 0 0
0 ±1 0
0 0 ±1


 ,



±1 x 0
0 ∓1 0
0 0 ±1


 ,



±1 0 0
0 ±1 z
0 0 ∓1


 ,



±1 0 y
0 ±1 0
0 0 ∓1


 ,



±1 x 0
0 ∓1 z
0 0 ±1


 ,



±1 x y
0 ∓1 0
0 0 ∓1


 ,



±1 0 y
0 ±1 z
0 0 ∓1


 ,



±1 x y
0 ∓1 z
0 0 ±1




for any non-zero x, y, z ∈ F , where x, y, z satisfy the equation 2(±1)y + xz = 0 in the last
case, so that y = 2−1(∓1)xz. There are compound or not 8 + 4 + 4 + 4 + 2 + 2 + 2 + 2 = 28
cases.

Proof. Let

A =




a x y
0 b z
0 0 c


 ∈ T3(F )

with A2 = I3 the 3 × 3 identity matrix, so that a2 = 1, b2 = 1, c2 = 1, and (a + b)x = 0,
(b + c)z = 0, (a + c)y + xz = 0. Hence a = ±1, and b = ±1, and c = ±1.

If y = z = 0 and x is non-zero, a = −b.
If x = y = 0 and z is non-zero, b = −c.
If x = z = 0 and y is non-zero, a = −c.
If y = 0 and xz �= 0, then a = −b and b = −c.
If y �= 0 and a = −c, then x = 0 or z = 0.
The rest case is that xyz �= 0 with 2ay + xz = 0.
These cases correspond to the matrices in the statement in this order.
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Denote by R3(F ) the set of all square roots of T3(F ). Define the equivalence relation
for elements of R3(F ) by that two elements of R3(F ) are equivalent if there is a continuous
path within R3(F ) between the two elements. Write by E1(T3(F )) the set of all equivalence
classes by the equivalence relation. Denote by [· · · ] the class of a square root R = (· · · ) ∈
R3(F ).

Corollary 3.7. All classes of E1(T3(F )) are listed up as


±1 0 0
0 ±1 0
0 0 ±1


 (compound in order 8 cases).

4 The four by four case We denote by T4(F ) the algebra of all upper triangular 4× 4
matrices over F , where F is either R or C. We give the topology on the algebra by the
Euclidean norm, for convenience, via T4(F ) ∼= F 1+2+3+4 = F 10 as a space.

Proposition 4.1. All idempotents of T4(F ) are listed up as the zero matrix and



1 x12 x13 x14

0 0 0 0
0 0 0 0
0 0 0 0


 ,




0 x12 x12x23 x12x24

0 1 x23 x24

0 0 0 0
0 0 0 0


 ,




0 0 x13 x13x34

0 0 x23 x23x34

0 0 1 x34

0 0 0 0


 ,




0 0 0 x14

0 0 0 x24

0 0 0 x34

0 0 0 1


 ,




1 0 x13 x14

0 1 x23 x24

0 0 0 0
0 0 0 0


 ,




1 x12 −x12x23 x14

0 0 x23 x23x34

0 0 1 x34

0 0 0 0


 ,




1 x12 x13 −x12x24 − x13x34

0 0 0 x24

0 0 0 x34

0 0 0 1


 ,




0 x12 x13 x12x24 + x13x34

0 1 0 x24

0 0 1 x34

0 0 0 0


 ,




0 x12 x12x23 x14

0 1 x23 −x23x34

0 0 0 x34

0 0 0 1


 ,




0 0 x13 x14

0 0 x23 x24

0 0 1 0
0 0 0 1


 ,




1 0 0 x14

0 1 0 x24

0 0 1 x34

0 0 0 0


 ,




1 x12 −x12x23 −x12x24

0 0 x23 x24

0 0 1 0
0 0 0 1


 ,




1 0 x13 −x13x34

0 1 x23 −x23x34

0 0 0 x34

0 0 0 1


 ,




0 x12 x13 x14

0 1 0 0
0 0 1 0
0 0 0 1


 ,

for any xi,j ∈ F (i < j), and the identity matrix.

Proof. Let

A =




a1 x12 x13 x14

0 a2 x23 x24

0 0 a3 x34

0 0 0 a4


 ∈ T4(F )

with A2 = A, so that a2
j = aj (1 ≤ j ≤ 4), and (a1 + a2)x12 = x12, (a2 + a3)x23 = x23,

(a3 +a4)x34 = x34, (a1 +a3)x13 +x12x23 = x13, (a2 +a4)x24 +x23x34 = x24, (a1 +a4)x14 +
x12x24 + x13x34 = x14. Hence aj = 0 or 1 (1 ≤ j ≤ 4).

If aj = 0 (1 ≤ j ≤ 4), then xij = 0 (1 ≤ i < j ≤ 4).
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Abstract. We study idempotents and square roots in the upper triangular matrix
Banach algebras over real or complex numbers. We compute explicitly and determine
algebraically the idempotents and the square roots in the cases of size: two by two,
three by three, and four by four. We also consider their equivalence classes by homo-
topy and classify topologically the upper triangular matrix algebras in those cases and
in general by the groups generated by the homotopy classes. Moreover, we consider
some infinite dimensional, Banach algebras obtained as inductive limits of the upper
triangular matrix algebras and obtain several topological classification results for the
inductive limits.

1 Introduction We begin to study idempotents and square roots in the upper triangular
matrix Banach algebras over real or complex numbers. The upper triangular matrix algebras
are typical examples of finite dimensional non self-adjoint Banach algebras over real or
complex numbers. We compute explicitly and determine algebraically idempotents and
square roots of the upper triangular matrix algebras in the cases of size: two by two, three
by three, and four by four. The statements as lists as examples obtained should be useful
and convenient for the readers. We also consider the equivalence classes of the idempotents
and the square roots by homotopy and classify topologically the upper triangular matrix
algebras in the cases and in the general case by the groups generated by the homotopy
classes. Moreover, we consider some infinite dimensional, Banach algebras obtained as
inductive limits of the upper triangular matrix algebras, and obtain several (topological)
classification results for the inductive limits by our V-theory groups mentioned below and
also by the scales for the units

As a contrast, C∗-algebras are self-adjoint Banach algebras over complex numbers with
the C∗-norm condition. The full matrix algebras over complex numbers are typical ex-
amples of finite dimensional C∗-algebras. Projections of C∗-algebras, that are self-adjoint
idempotents, and unitaries of C∗-algebras, with adjoints as inverses, play main roles in the
K-theory for C∗-algebras, and their associated K-theory classes generate K-theory groups
of C∗-algebras ([1], [4] and [5]). By lack of self-adjointness for non self-adjoint Banach
algebras, as candidates as substitute, we consider idempotents and square roots and their
homotopy classes, that generate our named V-theory groups, first introduced in this paper.

As for inductive limit algebras, AF (approximately finite dimensional) C∗-algebras, that
are inductive limits of finite direct sums of full matrix algebras, are classified by K-theory
groups (but K0 only since K1 trivial) as ordered groups with the scales (see the corre-
sponding results in [1], [4], or [5], due to [2]). Our V-theory groups (V0 of V0 and V1) just
correspond to the scales in the C∗-algebra K-theory, in which the symbol V is used for
indicating the sets of equivalence classes of projections of matrix algebras over a C∗-algebra
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If a1 = 1 and aj = 0 (2 ≤ j ≤ 4), then x23 = x34 = 0, x24 = 0
If a2 = 1 and aj = 0 (j �= 2), then x34 = 0 and x12x23 = x13, x12x24 = x14.
If a3 = 1 and aj = 0 (j �= 3), then x12 = 0 and x23x34 = x24, x13x34 = x14.
If a4 = 1 and aj = 0 (j �= 4), then x12 = x23 = x13 = 0.
Moreover, if a1 = a2 = 1 and a3 = a4 = 0, then x12 = x34 = 0.
If a1 = a3 = 1 and a2 = a4 = 0, then x13 = −x12x23 and x24 = x23x34.
If a1 = a4 = 1 and a2 = a3 = 0, then x23 = 0 and x14 = −x12x24 − x13x34.
If a2 = a3 = 1 and a1 = a4 = 0, then x23 = 0 and x14 = x12x24 + x13x34.
If a2 = a4 = 1 and a1 = a3 = 0, then x13 = x12x23 and x24 = −x23x34.
If a3 = a4 = 1 and a1 = a2 = 0, then x12 = x34 = 0.
Furthermore, if a1 = a2 = a3 = 1 and a4 = 0, then x12 = x23 = x13 = 0.
If a1 = a3 = a4 = 1 and a2 = 0, then x34 = 0, x13 = −x12x23, x14 = −x12x24.
If a1 = a2 = a4 = 1 and a3 = 0, then x12 = 0, x24 = −x23x34, x14 = −x13x34.
If a1 = 0 and a2 = a3 = a4 = 0, then x23 = x34 = x24 = 0.
Finally, if aj = 1 (1 ≤ j ≤ 4), then xij = 0 (1 ≤ i < j ≤ 4).
These cases correspond to the matrices in the statement in this order.

Denote by P4(F ) the set of all idempotents of T4(F ). Define the equivalence relation for
elements of P4(F ) by that two elements of P4(F ) are equivalent if there is a continuous path
within P4(F ) between the two elements. Write by E0(T4(F )) the set of all equivalence classes
by the equivalence relation. Denote by [· · · ] the class of an idempotent P = (· · · ) ∈ P4(F ).

Corollary 4.2. All classes of E0(T4(F )) are listed up as the zero class and




1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


 ,




0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0


 ,




0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0


 ,




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1


 ,




1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0


 ,




1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0


 ,




1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1


 ,




0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


 ,




0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1


 ,




0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1


 ,




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


 ,




1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1


 ,




1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1


 ,




0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 ,

and the identity class.
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Definition 4.3. We now define the anti-diagonal transpose Aat of A ∈ T4(F ) by

Aat =




a4 x34 x24 x14

0 a3 x23 x13

0 0 a2 x12

0 0 0 a1


 for A =




a1 x12 x13 x14

0 a2 x23 x24

0 0 a3 x34

0 0 0 a4


 .

We denote by T4(F )/ ∼at the set of matrices of T4(F ) identified under the anti-transpose.

Note that Aat is just the transpose of J4AJ4:

Aat = {J4AJ4}t = J4A
tJ4,

with J4 the 4× 4 matrix of (1, 4), (2, 3), (3, 2), (4, 1) components as 1 and other components
as 0.

Corollary 4.4. All idempotents of T4(F )/ ∼at are listed up as the zero matrix and




1 x12 x13 x14

0 0 0 0
0 0 0 0
0 0 0 0


 ,




0 x12 x12x23 x12x24

0 1 x23 x24

0 0 0 0
0 0 0 0


 ,




1 0 x13 x14

0 1 x23 x24

0 0 0 0
0 0 0 0


 ,




1 x12 −x12x23 x14

0 0 x23 x23x34

0 0 1 x34

0 0 0 0


 ,




1 x12 x13 −x12x24 − x13x34

0 0 0 x24

0 0 0 x34

0 0 0 1


 ,




0 x12 x13 x12x24 + x13x34

0 1 0 x24

0 0 1 x34

0 0 0 0


 ,




1 0 0 x14

0 1 0 x24

0 0 1 x34

0 0 0 0


 ,




1 x12 −x12x23 −x12x24

0 0 x23 x24

0 0 1 0
0 0 0 1


 ,

for any xi,j ∈ F (i < j), and the identity matrix.
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Abstract. We study idempotents and square roots in the upper triangular matrix
Banach algebras over real or complex numbers. We compute explicitly and determine
algebraically the idempotents and the square roots in the cases of size: two by two,
three by three, and four by four. We also consider their equivalence classes by homo-
topy and classify topologically the upper triangular matrix algebras in those cases and
in general by the groups generated by the homotopy classes. Moreover, we consider
some infinite dimensional, Banach algebras obtained as inductive limits of the upper
triangular matrix algebras and obtain several topological classification results for the
inductive limits.

1 Introduction We begin to study idempotents and square roots in the upper triangular
matrix Banach algebras over real or complex numbers. The upper triangular matrix algebras
are typical examples of finite dimensional non self-adjoint Banach algebras over real or
complex numbers. We compute explicitly and determine algebraically idempotents and
square roots of the upper triangular matrix algebras in the cases of size: two by two, three
by three, and four by four. The statements as lists as examples obtained should be useful
and convenient for the readers. We also consider the equivalence classes of the idempotents
and the square roots by homotopy and classify topologically the upper triangular matrix
algebras in the cases and in the general case by the groups generated by the homotopy
classes. Moreover, we consider some infinite dimensional, Banach algebras obtained as
inductive limits of the upper triangular matrix algebras, and obtain several (topological)
classification results for the inductive limits by our V-theory groups mentioned below and
also by the scales for the units

As a contrast, C∗-algebras are self-adjoint Banach algebras over complex numbers with
the C∗-norm condition. The full matrix algebras over complex numbers are typical ex-
amples of finite dimensional C∗-algebras. Projections of C∗-algebras, that are self-adjoint
idempotents, and unitaries of C∗-algebras, with adjoints as inverses, play main roles in the
K-theory for C∗-algebras, and their associated K-theory classes generate K-theory groups
of C∗-algebras ([1], [4] and [5]). By lack of self-adjointness for non self-adjoint Banach
algebras, as candidates as substitute, we consider idempotents and square roots and their
homotopy classes, that generate our named V-theory groups, first introduced in this paper.

As for inductive limit algebras, AF (approximately finite dimensional) C∗-algebras, that
are inductive limits of finite direct sums of full matrix algebras, are classified by K-theory
groups (but K0 only since K1 trivial) as ordered groups with the scales (see the corre-
sponding results in [1], [4], or [5], due to [2]). Our V-theory groups (V0 of V0 and V1) just
correspond to the scales in the C∗-algebra K-theory, in which the symbol V is used for
indicating the sets of equivalence classes of projections of matrix algebras over a C∗-algebra
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Corollary 4.5. All classes of E0(T4(F )/ ∼at) are listed up as the zero class and



1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


 ,




0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0


 ,




1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0


 ,




1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0


 ,




1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1


 ,




0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


 ,




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


 ,




1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1


 ,

and the identity class.

Proposition 4.6. All square roots of T4(F ) are listed up as, for any nonzero xij ∈ F ,


±1 0 0 0
0 ±1 0 0
0 0 ±1 0
0 0 0 ±1


 ,



±1 x12 0 0
0 ∓1 0 0
0 0 ±1 0
0 0 0 ±1


 ,



±1 0 0 0
0 ±1 x23 0
0 0 ∓1 0
0 0 0 ±1


 ,



±1 0 0 0
0 ±1 0 0
0 0 ±1 x34

0 0 0 ∓1


 ,



±1 x12 x13 0
0 ±1 x23 0
0 0 ±1 0
0 0 0 ±1


 ,



±1 0 0 0
0 ±1 x23 x24

0 0 ∓1 x34

0 0 0 ±1


 ,



±1 x12 0 0
0 ∓1 0 0
0 0 ±1 x34

0 0 0 ∓1







not compound in
each bold and italic,

but compound
between both


 ,



±1 x12 x13 0
0 ∓1 x23 x24

0 0 ±1 x34

0 0 0 ∓1




with x12x24+x13x34 = 0, where possible cases in the following are written as matrix forms as
above, and there are impossible case as tuples as below, with non-zero components (x12, x23)
but x13 = 0 or with non-zero components (x23, x34) but x24 = 0 or with more other non-zero
components:

(x12, x23; x14), (x12, x23; x24), (x12, x23; x34),
(x12, x23; x14, x24), (x12, x23; x14, x34), (x12, x23; x24, x34),
or (x12, x23;x14, x24, x34),

and

(x23, x34; x13), (x23, x34; x14), (x23, x34; x13, x14),
(x23, x34; x12, x13), or (x23, x34; x12, x13, x14);
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and moreover,



±1 0 x13 0
0 ±1 0 0
0 0 ∓1 0
0 0 0 ±1


 ,



±1 0 0 0
0 ±1 0 x24

0 0 ±1 0
0 0 0 ∓1


 ,

and


±1 x12 x13 0
0 ∓1 0 0
0 0 ∓1 0
0 0 0 ±1


 ,



±1 0 x13 0
0 ±1 x23 0
0 0 ∓1 0
0 0 0 ±1


 ,



±1 0 x13 0
0 ±1 0 0
0 0 ∓1 x34

0 0 0 ±1


 ,



±1 x12 x13 0
0 ∓1 0 0
0 0 ∓1 x34

0 0 0 ±1


 ,

and there is an impossible case with non-zero components (x13, x23, x24, x34) but x14 = 0;
and



±1 0 0 0
0 ±1 x23 x24

0 0 ∓1 0
0 0 0 ±1


 ,



±1 0 0 0
0 ±1 0 x24

0 0 ±1 x34

0 0 0 ∓1


 ,



±1 x12 0 0
0 ∓1 0 x24

0 0 ±1 0
0 0 0 ±1


 ,



±1 x12 0 0
0 ∓1 0 x24

0 0 ∓1 x34

0 0 0 ±1


 ,

and there is an impossible case with non-zero compoents (x12, x13, x23, x24) but x14 = 0; and
furthermore,



±1 0 0 x14

0 ±1 0 0
0 0 ±1 0
0 0 0 ∓1


 ,



±1 x12 0 x14

0 ∓1 0 0
0 0 ±1 0
0 0 0 ∓1


 ,



±1 0 0 x14

0 ±1 0 x24

0 0 ±1 0
0 0 0 ∓1


 ,



±1 0 x13 x14

0 ±1 0 0
0 0 ∓1 0
0 0 0 ∓1


 ,



±1 0 0 x14

0 ±1 0 0
0 0 ±1 x34

0 0 0 ∓1


 ,



±1 0 0 x14

0 ±1 x23 0
0 0 ∓1 0
0 0 0 ∓1







not compound in
each bold and italic,

but compound
between both


 ,

and there are the cases which do not exist, with non-zero components:

(x12, x13, x14, x24, x34) or (x12, x13, x14, x23, x24, x34)
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Abstract. We study idempotents and square roots in the upper triangular matrix
Banach algebras over real or complex numbers. We compute explicitly and determine
algebraically the idempotents and the square roots in the cases of size: two by two,
three by three, and four by four. We also consider their equivalence classes by homo-
topy and classify topologically the upper triangular matrix algebras in those cases and
in general by the groups generated by the homotopy classes. Moreover, we consider
some infinite dimensional, Banach algebras obtained as inductive limits of the upper
triangular matrix algebras and obtain several topological classification results for the
inductive limits.

1 Introduction We begin to study idempotents and square roots in the upper triangular
matrix Banach algebras over real or complex numbers. The upper triangular matrix algebras
are typical examples of finite dimensional non self-adjoint Banach algebras over real or
complex numbers. We compute explicitly and determine algebraically idempotents and
square roots of the upper triangular matrix algebras in the cases of size: two by two, three
by three, and four by four. The statements as lists as examples obtained should be useful
and convenient for the readers. We also consider the equivalence classes of the idempotents
and the square roots by homotopy and classify topologically the upper triangular matrix
algebras in the cases and in the general case by the groups generated by the homotopy
classes. Moreover, we consider some infinite dimensional, Banach algebras obtained as
inductive limits of the upper triangular matrix algebras, and obtain several (topological)
classification results for the inductive limits by our V-theory groups mentioned below and
also by the scales for the units

As a contrast, C∗-algebras are self-adjoint Banach algebras over complex numbers with
the C∗-norm condition. The full matrix algebras over complex numbers are typical ex-
amples of finite dimensional C∗-algebras. Projections of C∗-algebras, that are self-adjoint
idempotents, and unitaries of C∗-algebras, with adjoints as inverses, play main roles in the
K-theory for C∗-algebras, and their associated K-theory classes generate K-theory groups
of C∗-algebras ([1], [4] and [5]). By lack of self-adjointness for non self-adjoint Banach
algebras, as candidates as substitute, we consider idempotents and square roots and their
homotopy classes, that generate our named V-theory groups, first introduced in this paper.

As for inductive limit algebras, AF (approximately finite dimensional) C∗-algebras, that
are inductive limits of finite direct sums of full matrix algebras, are classified by K-theory
groups (but K0 only since K1 trivial) as ordered groups with the scales (see the corre-
sponding results in [1], [4], or [5], due to [2]). Our V-theory groups (V0 of V0 and V1) just
correspond to the scales in the C∗-algebra K-theory, in which the symbol V is used for
indicating the sets of equivalence classes of projections of matrix algebras over a C∗-algebra
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(the full case); and moreover,


±1 0 x13 0
0 ±1 0 x24

0 0 ∓1 0
0 0 0 ∓1







not compound in
each bold and italic,

but compound
between both


 ,



±1 x12 x13 0
0 ∓1 0 x24

0 0 ∓1 0
0 0 0 ±1


 ,



±1 0 x13 0
0 ±1 x23 x24

0 0 ∓1 0
0 0 0 ∓1


 ,



±1 0 x13 0
0 ∓1 0 x24

0 0 ∓1 x34

0 0 0 ±1


 ,



±1 x12 x13 0
0 ∓1 0 x24

0 0 ∓1 x34

0 0 0 ±1


 ,

and the two impossible cases with non-zero components (x12, x13, x23, x24) and (x13, x23, x24, x34);
and furthermore,



±1 0 x13 x14

0 ±1 0 x24

0 0 ∓1 0
0 0 0 ∓1


 ,



±1 0 x13 x14

0 ±1 x23 x24

0 0 ∓1 0
0 0 0 ∓1


 ,

and there are five impossible cases with non-zero components:

(x12, x13, x14, x24), (x12, x13, x14, x23, x24), (x12, x13, x14, x24, x34),
(x13, x14, x24, x34), or (x13, x14, x23, x24, x34);

and


±1 x12 x13 x14

0 ∓1 0 0
0 0 ∓1 0
0 0 0 ∓1


 ,



±1 0 0 x14

0 ±1 0 x24

0 0 ±1 x34

0 0 0 ∓1


 ,



±1 0 x13 x14

0 ±1 x23 0
0 0 ∓1 0
0 0 0 ∓1


 ,



±1 0 0 x14

0 ±1 x23 x24

0 0 ∓1 0
0 0 0 ∓1


 ,



±1 0 x13 x14

0 ±1 0 0
0 0 ∓1 x34

0 0 0 ±1


 ,



±1 x12 0 x14

0 ∓1 0 x24

0 0 ±1 0
0 0 0 ±1


 ,

and finally,


±1 x12 x13 x14

0 ∓1 x23 0
0 0 ±1 0
0 0 0 ∓1


 ,



±1 x12 x13 x14

0 ∓1 0 0
0 0 ∓1 x34

0 0 0 ±1


 ,



±1 0 0 x14

0 ∓1 x23 x24

0 0 ±1 x34

0 0 0 ∓1


 ,



±1 x12 0 x14

0 ∓1 0 x24

0 0 ∓1 x34

0 0 0 ±1


 .

In total, with respect to the off diagonal part, there are 41 distinct possible cases and 23
distinct impossible cases in 64 = 26 all the cases. In more details, together with the diagonal
part of components compound or not, there are possible {24+3(23)+2(22)+2·2+2}+{2(23)+
3(22)+2}+{3(22)+2}+{23+4(22)+2·2}+{2·2+4(2)}+{2(2)}+{4(2)+2(22)+4(2)} = 166
cases.
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Proof. Let

A =




a1 x12 x13 x14

0 a2 x23 x24

0 0 a3 x34

0 0 0 a4


 ∈ T4(F )

with A2 = I4 the 4 × 4 identity matrix, so that a2
j = 1 (1 ≤ j ≤ 4), and (a1 + a2)x12 = 0,

(a2 + a3)x23 = 0, (a3 + a4)x34 = 0, (a1 + a3)x13 + x12x23 = 0, (a2 + a4)x24 + x23x34 = 0,
(a1 + a4)x14 + x12x24 + x13x34 = 0. Hence aj = ±1 (1 ≤ j ≤ 4).

If x12 �= 0 and xij = 0 otherwise, then a1 + a2 = 0.
If x23 �= 0 and xij = 0 otherwise, then a2 + a3 = 0.
If x34 �= 0 and xij = 0 otherwise, then a3 + a4 = 0.
If x12 �= 0, x23 �= 0, then (a1 + a3)x13 �= 0 and a1 + a2 = 0 and a2 + a3 = 0.
If x23 �= 0, x34 �= 0, then (a2 + a4)x24 �= 0 and a2 + a3 = 0 and a3 + a4 = 0.
If x12 �= 0, x34 �= 0, and xij = 0 otherwise, then a1 + a2 = 0 and a3 + a4 = 0.
There is another case with x12x23x34 �= 0, so that (a1 +a3)x13 �= 0 and (a2 +a4)x24 �= 0.
Note that x12x23 �= 0 implies x13 �= 0 and also that x23x34 �= 0 implies x24 �= 0, so that

several impossible cases with x12x23 �= 0 but x13 = 0 and with x23x34 �= 0 but x24 = 0 are
obtained.

Moreover, if x13 �= 0 and xij = 0 otherwise, then a1 + a3 = 0. Also, if x24 �= 0 and
xij = 0 otherwise, then a2 + a4 = 0.

And if x13 �= 0, x12x23 = 0, and xij = 0 otherwise, then a1 +a3 = 0 and either a1 +a2 or
a2 + a3 = 0. In addition, there are two possible cases with x34 �= 0 and another impossible
case with x34 �= 0.

And if x24 �= 0, x23x34 = 0, and xij = 0 otherwise, then a2 + a4 = 0 and either
a2 + a3 = 0 or a3 + a4 = 0. In addition, there are two possible cases with x12 �= 0 and
another impossible case with x12 �= 0.

Furthermore, if x14 �= 0 and xij = 0 otherwise, so that x12x24 + x13x34 = 0, then
a1 + a4 = 0. In addition, there are some other cases with x12 �= 0 or x24 �= 0; x13 �= 0 or
x34 �= 0; x23 �= 0 and more in what follows. But if (a1 + a4)x14 �= 0, then x12x24 �= 0 if and
only if x13x34 �= 0, which implies a contradiction in sigh on the diagonal, so that impossible
are the case with (x12, x13, x14, x24, x34) and the full case.

Moreover, if x13x24 �= 0 and xij = 0 otherwise, then a1 + a3 = 0 and a2 + a4. In
addition, there are other four possible cases with several other non-zero components and
two impossible cases.

Furthermore, if x13x14x24 �= 0 and xij = 0 otherwise, then a1 + a4 = 0, a1 + a3 = 0 and
a2 + a4 = 0. In addition, there are one more possible case with x23 �= 0 and five impossible
cases by the contradiction of signs on the diagonal.

And there are the possible cases with x12x13x14 �= 0 or x14x24x34 �= 0 and with
x13x14x23 �= 0 or x14x23x24 �= 0, and the possible cases with x13x14x34 �= 0 or x12x14x24 �= 0,
so that a1 + a4 �= 0.

Finally, there are four cases that complement the list above in all the cases, with a1+a3 �=
0, a1 + a4 �= 0, a2 + a4 �= 0, and a1 + a4 �= 0, respectively.

These possible and impossible cases correspond respectively to the matrices and the
tuples in the statement in this order.

Denote by R4(F ) the set of all square roots of T4(F ). Define the equivalence relation
for elements of R4(F ) by that two elements of R4(F ) are equivalent if there is a continuous
path (or a homotopy) within R4(F ) between the two elements. Write by E1(T4(F )) the set
of all equivalence classes by the equivalence relation. Denote by [· · · ] the class of a square
root R = (· · · ) ∈ R4(F ).
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Abstract. We study idempotents and square roots in the upper triangular matrix
Banach algebras over real or complex numbers. We compute explicitly and determine
algebraically the idempotents and the square roots in the cases of size: two by two,
three by three, and four by four. We also consider their equivalence classes by homo-
topy and classify topologically the upper triangular matrix algebras in those cases and
in general by the groups generated by the homotopy classes. Moreover, we consider
some infinite dimensional, Banach algebras obtained as inductive limits of the upper
triangular matrix algebras and obtain several topological classification results for the
inductive limits.

1 Introduction We begin to study idempotents and square roots in the upper triangular
matrix Banach algebras over real or complex numbers. The upper triangular matrix algebras
are typical examples of finite dimensional non self-adjoint Banach algebras over real or
complex numbers. We compute explicitly and determine algebraically idempotents and
square roots of the upper triangular matrix algebras in the cases of size: two by two, three
by three, and four by four. The statements as lists as examples obtained should be useful
and convenient for the readers. We also consider the equivalence classes of the idempotents
and the square roots by homotopy and classify topologically the upper triangular matrix
algebras in the cases and in the general case by the groups generated by the homotopy
classes. Moreover, we consider some infinite dimensional, Banach algebras obtained as
inductive limits of the upper triangular matrix algebras, and obtain several (topological)
classification results for the inductive limits by our V-theory groups mentioned below and
also by the scales for the units

As a contrast, C∗-algebras are self-adjoint Banach algebras over complex numbers with
the C∗-norm condition. The full matrix algebras over complex numbers are typical ex-
amples of finite dimensional C∗-algebras. Projections of C∗-algebras, that are self-adjoint
idempotents, and unitaries of C∗-algebras, with adjoints as inverses, play main roles in the
K-theory for C∗-algebras, and their associated K-theory classes generate K-theory groups
of C∗-algebras ([1], [4] and [5]). By lack of self-adjointness for non self-adjoint Banach
algebras, as candidates as substitute, we consider idempotents and square roots and their
homotopy classes, that generate our named V-theory groups, first introduced in this paper.

As for inductive limit algebras, AF (approximately finite dimensional) C∗-algebras, that
are inductive limits of finite direct sums of full matrix algebras, are classified by K-theory
groups (but K0 only since K1 trivial) as ordered groups with the scales (see the corre-
sponding results in [1], [4], or [5], due to [2]). Our V-theory groups (V0 of V0 and V1) just
correspond to the scales in the C∗-algebra K-theory, in which the symbol V is used for
indicating the sets of equivalence classes of projections of matrix algebras over a C∗-algebra
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Corollary 4.7. All classes of E1(T4(F )) are listed up as


±1 0 0 0
0 ±1 0 0
0 0 ±1 0
0 0 0 ±1


 (compound in order 16 cases).

Proof. Note that any square root in the list of Proposition 4.6 has a homotopy class within
R4(F ), equal to one of the 24 = 16 homotopy classes in the statement, by deforming off-
diagonal components to zero.

5 The general case by homotopy We denote by Tn(F ) the algebra of all upper trian-
gular n×n matrices over F , where F is either R or C. We give the topology on the algebra
by the Euclidean norm, for convenience, via Tn(F ) ∼= F 1+2+3+4+···+n = F 2−1n(n+1) as a
space.

Denote by Pn(F ) the set of all idempotents of Tn(F ). Define the equivalence relation
for elements of Pn(F ) by that two elements of Pn(F ) are equivalent if there is a continuous
path (or a homotopy) within Pn(F ) between the two elements. Write by E0(Tn(F )) the
set of all equivalence classes by the equivalence relation. Denote by [· · · ] the class of an
idempotent P = (· · · ) ∈ Pn(F ).

Let {eij}n
i,j=1,i≤j be the matrix unit for Tn(F ).

Theorem 5.1. All classes of E0(Tn(F )) are listed up as the zero class and the classes [eii]
for 1 ≤ i ≤ n, and [eii + ejj ] for 1 ≤ i < j ≤ n, and [eii + ejj + ekk] for 1 ≤ i < j < k,
and moreover, in general, [ei1i1 + ei2i2 + · · · + eis,is ] for 1 ≤ i1 < i2 < · · · < is ≤ n with
3 ≤ s ≤ n−1, and the class of the n×n identity matrix, and there are 2n homotopy classes
in all.

Proof. One can prove the claim by induction. Indeed, let P ∈ Pn(F ). Then there are two
cases of the block decomposition for P :

P =
(

1 c
0n−1 Q

)
or P =

(
0 c

0n−1 Q

)

with Q ∈ Pn−1(F ), c a 1× (n− 1) row vector and 0n−1 the (n− 1)× 1 column zero vector,
such that Q2 = Q and cQ = 0t

n−1 the transpose of 0n−1. By induction, the class [Q] for Q
is one of the classes listed as in the statement in the case of n− 1. And then in both of two
cases, the class [P ] can be one of the classes listed as in the statement just in the case of n,
by deforming c to the 1 × (n − 1) row zero vector within Pn(F ) by a continuous path (i.e.
a homotopy).

We define the semigroup 〈E0(Tn(F ))〉 generated by E0(Tn(F )) with the addition given
by [p]+[q] = [p+q] for p, q ∈ Pn(F ) if p is orthogonal to q, i.e. if pq = 0 and by [p]+[p] = 2[p]
and by [p]+ [q] = [p−p∧ q]+2[p∧ q]+ [q−p∧ q] if pq �= 0, where p∧ q means the projection
corresponding to the intersection of their ranges. It follows that the semigroup 〈E0(Tn(F ))〉
becomes an additive semigroup with the zero class as the identity element by this operation.

We define an abelian group V0(Tn(F )) to be the Grothendieck group of the semigroup
〈E0(Tn(F ))〉. We say that V0(Tn(F )) is the V0-group of Tn(F ).

Corollary 5.2. We obtain
V0(Tn(F )) ∼= Zn.
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Proof. Indeed, the group V0(Tn(F )) is generated by the classes [e11], [e22], · · · , and [enn],
and the isomorphism is given by the correspondence:

n∑
j=1

aj [ejj ] ↔ (a1, a2, · · · , an) ∈ Zn.

Corollary 5.3. The class of Banach algebras of all upper triangular matrices over real
or complex numbers is classified by their V-groups in the sense that Tn(F ) ∼= Tm(F ) as a
Banach algebra if and only if V0(Tn(F )) ∼= V0(Tm(F )) as a group.

Denote by Rn(F ) the set of all square roots of Tn(F ). Define the equivalence relation
for elements of Rn(F ) by that two elements of Rn(F ) are equivalent if there is a continuous
path (or a homotopy) within Rn(F ) between the two elements. Write by E1(Tn(F )) the set
of all equivalence classes by the equivalence relation. Denote by [· · · ] the class of a square
root R = (· · · ) ∈ Rn(F ).

Theorem 5.4. All classes of E1(Tn(F )) are listed up as

[(±e11) + (±e22) + · · · + (±enn)],

2n classes in all.

Proof. One can prove the claim by induction. Indeed, let R ∈ Rn(F ). Then there are two
cases of the block decomposition for R:

R =
(

±1 c
0n−1 S

)

with S ∈ Rn−1(F ), c a 1× (n− 1) row vector and 0n−1 the (n− 1)× 1 column zero vector,
such that S2 = In−1 the (n−1)× (n−1) identity matrix and ±c+ cS = 0t

n−1 the transpose
of 0n−1. By induction, the class [S] for S is one of the classes listed as in the statement in
the case of n − 1. And then in both of two cases, the class [R] can be one of the classes
listed as in the statement just in the case of n, by deforming c to the 1 × (n − 1) row zero
vector within Rn(F ) by a continuous path (i.e. a homotopy).

We define the group V1(Tn(F )) generated by E1(Tn(F )) with the multiplication given
by [r] · [s] = [rs] for r, s ∈ Rn(F ). It follows that the group V1(Tn(F )) is an abelian group
with the class of the n × n identity matrix In as the unit. We say that V1(Tn(F )) is the
V1-group of Tn(F ).

Let Z2 = Z/2Z the cyclic group of order 2. Denote by ⊕ the diagonal sum.

Corollary 5.5. We obtain

V1(Tn(F )) ∼= (Z2)n ≡ ΠnZ2.

Proof. Indeed, the group V1(Tn(F )) is generated by the classes [−1 ⊕ In−1], [1 ⊕ −1 ⊕
In−2], · · · , and [In−1 ⊕−1], and the isomorphism is given by the correspondence:

Πn
j=1[Ij−1 ⊕ aj ⊕ In−j ] = [a1 ⊕ a2 ⊕ · · · ⊕ an]

↔ (a1, a2, · · · , an) ∈ (Z2)n,

where each aj is 1 or −1 and I0 is removed to be empty.

Corollary 5.6. The class of Banach algebras of all upper triangular matrices over real
or complex numbers is classified by their V-groups in the sense that Tn(F ) ∼= Tm(F ) as a
Banach algebra if and only if V1(Tn(F )) ∼= V1(Tm(F )) as a group.
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Abstract. We study idempotents and square roots in the upper triangular matrix
Banach algebras over real or complex numbers. We compute explicitly and determine
algebraically the idempotents and the square roots in the cases of size: two by two,
three by three, and four by four. We also consider their equivalence classes by homo-
topy and classify topologically the upper triangular matrix algebras in those cases and
in general by the groups generated by the homotopy classes. Moreover, we consider
some infinite dimensional, Banach algebras obtained as inductive limits of the upper
triangular matrix algebras and obtain several topological classification results for the
inductive limits.

1 Introduction We begin to study idempotents and square roots in the upper triangular
matrix Banach algebras over real or complex numbers. The upper triangular matrix algebras
are typical examples of finite dimensional non self-adjoint Banach algebras over real or
complex numbers. We compute explicitly and determine algebraically idempotents and
square roots of the upper triangular matrix algebras in the cases of size: two by two, three
by three, and four by four. The statements as lists as examples obtained should be useful
and convenient for the readers. We also consider the equivalence classes of the idempotents
and the square roots by homotopy and classify topologically the upper triangular matrix
algebras in the cases and in the general case by the groups generated by the homotopy
classes. Moreover, we consider some infinite dimensional, Banach algebras obtained as
inductive limits of the upper triangular matrix algebras, and obtain several (topological)
classification results for the inductive limits by our V-theory groups mentioned below and
also by the scales for the units

As a contrast, C∗-algebras are self-adjoint Banach algebras over complex numbers with
the C∗-norm condition. The full matrix algebras over complex numbers are typical ex-
amples of finite dimensional C∗-algebras. Projections of C∗-algebras, that are self-adjoint
idempotents, and unitaries of C∗-algebras, with adjoints as inverses, play main roles in the
K-theory for C∗-algebras, and their associated K-theory classes generate K-theory groups
of C∗-algebras ([1], [4] and [5]). By lack of self-adjointness for non self-adjoint Banach
algebras, as candidates as substitute, we consider idempotents and square roots and their
homotopy classes, that generate our named V-theory groups, first introduced in this paper.

As for inductive limit algebras, AF (approximately finite dimensional) C∗-algebras, that
are inductive limits of finite direct sums of full matrix algebras, are classified by K-theory
groups (but K0 only since K1 trivial) as ordered groups with the scales (see the corre-
sponding results in [1], [4], or [5], due to [2]). Our V-theory groups (V0 of V0 and V1) just
correspond to the scales in the C∗-algebra K-theory, in which the symbol V is used for
indicating the sets of equivalence classes of projections of matrix algebras over a C∗-algebra
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6 Inductive limits by V-theory There is a canonical unital inclusion map in,m from
Tn(F ) to Tm(F ) if n divides m as m = kn for some k a positive integer, defined as in,m(p) =
⊕kp the k-fold diagonal sum. Note that there are some other embeddings in the diagonal.

Let T∞(F ) = lim−→Tnj (F ) be the inductive limit of {Tnj (F )}∞j=1 with unital connecting
maps inj ,nj+1 for an increasing sequence {nj}∞j=1 of positive integers such that nj divides
nj+1 with nj+1 = kjnj for some kj a positive integer. Then T∞(F ) becomes a unital
Banach algebra as a Banach algebra completion of the infinite union ∪∞

j=1Tnj (F ) of Tnj (F ).
Note that T∞(F ) does depend on the choice of a family of connecting maps in general, as
a non-trivial known fact (see [3, Exercises 6.3]).

Proposition 6.1. Let T∞(F ) = lim−→Tnj (F ). We obtain

V0(T∞(F )) ∼= lim−→Znj ∼= lim−→{Z[
1
nj

] ⊕ · · · ⊕ Z[
nj

nj
]}

as inductive limits of scaled ordered groups, with [1] = limj→∞{[ 1
nj

] + · · · + [nj

nj
]} as scale.

Also,

V1(T∞(F )) ∼= lim−→ΠnjZ2
∼= lim−→{Z2[

1
nj

] ⊕ · · · ⊕ Z2[
nj

nj
]}

with [1] = limj→∞{[ 1
nj

] + · · · + [nj

nj
]}.

Proof. The inclusion map inj ,nj+1 induces the injective group homomorphism:

(inj ,nj+1)∗ : V0(Tnj (F )) → V0(Tnj+1(F )),

so that (inj ,nj+1)∗ maps Znj ∼= Z[ 1
nj

]⊕· · ·⊕Z[nj

nj
] injectively to Znj+1 ∼= Z[ 1

nj+1
]⊕· · ·⊕Z[nj+1

nj+1
]

by Corollary 5.2, where we have (inj ,nj+1)∗([p]) = [⊕kj p] for [p] ∈ V0(Tnj (F )), so that the
class [p] is identified with [⊕kj p] and with their limit class in V0(T∞(F )), and each k-th
coordinate base for Znj is identified with k

nj
for 1 ≤ k ≤ nj . Therefore,

V0(T∞(F )) ∼= lim−→Znj ∼= lim−→{Z[
1
nj

] ⊕ · · · ⊕ Z[
nj

nj
]}.

Also, induced is the injective group homomorphism:

(inj ,nj+1)∗ : V1(Tnj (F )) → V1(Tnj+1(F )),

so that (inj ,nj+1)∗ maps ΠnjZ2
∼= Z2[ 1

nj
]⊕ · · · ⊕Z2[

nj

nj
] injectively to Πnj+1Z2

∼= Z2[ 1
nj+1

]⊕
· · · ⊕ Z2[

nj+1
nj+1

] by Corollary 5.5 and by the same reason as above.

Next, let lim−→⊕k
j=1Tnj,k

(F ) be a unital inductive limit of finite direct sums ⊕k
j=1Tnj,k

(F )
with unital connecting maps ik,k+1 such that each nj,k+1 is a weighted sum of nj,k, so that
nj,k+1 =

∑k
s=1 ms,kns,k for some integers ms,k ≥ 0 and ik,k+1(xl) = ⊕k

s=1[⊕
ms,k

j=1 xl] for
xl ∈ Tnl,k

(F ). The diagram for such connecting maps is known as the Bratteli diagram (cf.
[3] and [4]).

Proposition 6.2. We obtain

V0(lim−→⊕k
j=1Tnj,k

(F )) ∼= lim−→⊕k
j=1Znj,k ∼= lim−→{⊕k

j=1(⊕
nj,k

s=1Z[
s

nj,k
])}
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as inductive limits of scaled ordered groups, with [1] = limk→∞{⊕k
j=1(⊕

nj,k

s=1 [ s
nj,k

])} as scale.
Also,

V1(lim−→⊕k
j=1Tnj,k

(F )) ∼= lim−→⊕k
j=1(Z2)nj,k ∼= lim−→{⊕k

j=1(⊕
nj,k

s=1Z2[
s

nj,k
])}

with [1] = limk→∞{⊕k
j=1(⊕

nj,k

s=1 [ s
nj,k

])}.
Moreover, the V-theory groups V0 or V1 with the scaled unit classes are complete in-

variants for unital inductive limits of finite direct sums of upper triangular matrix Banach
algebras.

Proof. The last consequence follows from the classification theorem for unital AF C∗-
algebras which contain canonically those non self-adjoint inductive limits as only subal-
gebras, by the same way as in [3].

On the other hand, let {nj}∞j=1 be an increasing sequence of positive integers. We now
denote by K∞(F ) the inductive limit of Tnj (F ) by the non-unital inclusion maps given
by x �→ x ⊕ Onj+1−nj for x ∈ Tnj (F ), where Onj+1−nj is the zero square matrix of size
nj+1 − nj . Then K∞(F ) becomes a Banach algebra as a Banach algebra completion of the
infinite union of Tnj (F ). Note that K∞(F ) does not depend on the choice of a family of
connecting maps. Also, K∞(F ) is a non-unital algebra, so that it has no square roots.

For a non-unital Banach algebra B, one may define its V1-group to be that of the
unitization B+ by F , so that V1(B) = V1(B+), as one way.

But, on the other way, for a non-unital Banach algebra which can be written as an
inductive limit of unital Banach algebras, which may or not depend on a choice of a family
of connecting maps, we this time define its V-theory group V1 to be inductive limits of their
V-theory groups V1, so that the continuity in inductive limits do hold even in the non-unital
case, depending on the choice.

Proposition 6.3. We obtain

V0(K∞(F )) ∼= lim
j→∞

⊕njZ,

and V1(K∞(F )) = lim−→V1(Tnj (F )) = lim−→(Z2)nj .

Proof. Note that
V0(K∞(F )) ∼= V0(lim−→Tnj (F )) ∼= lim−→⊕njZ,

where nj → ∞ as j → ∞.

In general,

Proposition 6.4. Our V0-theory group is always continuous, with respect to inductive
limit Banach algebras, and the V1-theory group is continuous only for unital inductive limit
Banach algebras with unital connecting maps.

Proof. It should follows from continuity of K-theory groups for inductive limits of C∗-
algebras (see [5]), by the similar way. But omitted.

Remark. A more general theory for V-theory groups may be continued to be investigated
somewhere else in the future.

Let {Nj}∞j=1 be an increasing sequence of positive integers. Denote by lim−→⊕k
j=1Tnj (F )

a canonical inductive limit of the block diagonal sums ⊕k
j=1Tnj (F ) of Tnj (F ) (1 ≤ j ≤ k)

in TNk
(F ) with

∑k
j=1 nj = Nk and nk = Nk − Nk−1 and n1 = N1, where the non-unital
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As a contrast, C∗-algebras are self-adjoint Banach algebras over complex numbers with
the C∗-norm condition. The full matrix algebras over complex numbers are typical ex-
amples of finite dimensional C∗-algebras. Projections of C∗-algebras, that are self-adjoint
idempotents, and unitaries of C∗-algebras, with adjoints as inverses, play main roles in the
K-theory for C∗-algebras, and their associated K-theory classes generate K-theory groups
of C∗-algebras ([1], [4] and [5]). By lack of self-adjointness for non self-adjoint Banach
algebras, as candidates as substitute, we consider idempotents and square roots and their
homotopy classes, that generate our named V-theory groups, first introduced in this paper.

As for inductive limit algebras, AF (approximately finite dimensional) C∗-algebras, that
are inductive limits of finite direct sums of full matrix algebras, are classified by K-theory
groups (but K0 only since K1 trivial) as ordered groups with the scales (see the corre-
sponding results in [1], [4], or [5], due to [2]). Our V-theory groups (V0 of V0 and V1) just
correspond to the scales in the C∗-algebra K-theory, in which the symbol V is used for
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connecting maps are given by x �→ x ⊕ 0nk+1 for x in the k-fold diagonal sum. Then the
inductive limit is non-unital and is an infinite direct sum of block diagonal components, so
that lim−→⊕k

j=1Tnj
(F ) ∼= ⊕∞

j=1Tnj
(F ). As well, let lim−→TNk

(F ) be a non-unital inductive limit
of TNk

(F ) by the same way as above.

Proposition 6.5. We obatin

V0(lim−→⊕k
j=1Tnj (F )) ∼= lim−→⊕k

j=1Znj ∼= lim−→ZNk ∼= V0(lim−→TNk
(F )),

as an inductive limit of groups, but not as an inductive limit of scaled ordered groups, with

[1] = lim
k→∞

{[1n1 ] + · · · + [1nk
]} and [1] = lim

k→∞
{[1Nk

]}

as the scales of the respective (extended) unit classes. Also,

V1(lim−→⊕k
j=1Tnj (F )) = lim−→⊕k

j=1(Z2)nj ∼= lim−→(Z2)Nk ∼= V1(lim−→TNk
(F ))

as an inductive limit of groups, but not as an inductive limit of scaled oredered groups.
Consequently,

lim−→⊕k
j=1Tnj (F ) �∼= lim−→TNk

(F ).

Proof. The last consequence follows from the classification theory for non self-adjoint Ba-
nach algebras viewed as sub-Banach algebras of AF C∗-algebras and UHF-algebras (see [3]
in details).

To distinguish non-unital inductive limits of block diagonal sums of {Tnj (F )}∞j=1 for any
sequence {nj}∞j=1 of positive integers, we introduce a notion as follows. We may say that the
sequence {nj}∞j=1 of positive integers is a sequence of block diagonal sums of {Tnj (F )}∞j=1.
We define that two sequences {an}∞n=1 and {bn}∞n=1 of positive integers is equivalent up
to inductive permutation if for any m a positive interger, there are positive intergers k
and k′ such that k, k′ ≥ m and the finite sequence {a1, · · · , ak} is the same sequence as
{b1, · · · , bk′} by subtracting finitely many l and l′ elements so that k − l = k′ − l′ = m and
by a permutation of m elements left, so that the respective unions of left elements are the
respective sequences.

Proposition 6.6. Two non-unital inductive limits of block diagonal sums of {Tnj (F )}∞j=1

and {Tmj (F )}∞j=1 for two sequences {nj}∞j=1 and {mj}∞j=1 of positive integers, respectively,
are isomorphic as Banach algebras if and only if these sequences are equivalent up to in-
ductive permutation.

Proof. The equivalence between those sequences {nj}∞j=1 and {mj}∞j=1 implies that there ex-
ist isomorphisms of corresponding finite block diagonal sums of {Tnj (F )}∞j=1 and {Tmj (F )}∞j=1

by permutation of their direct summands, inductively. Therefore, there exists an isomor-
phism between those inductive limits by the density of unions of isomorphic finite block
diagonal sums in the inductive limits.

Conversely, the isomorphism denoted by Φ between the inductive limits denoted by I
and K implies that each finite block diagonal sum of I is mapped into a finite block diagonal
sum of K by Φ. Therefore, it follows that there is the equivalence between the sequences.

Let I be a non-unital inductive limit of block diagonal sums of {Tnj (F )}∞j=1 for a se-
quence {nj}∞j=1 of positive integers. Then the (inductive or extended) unit I associated to
I (but not in I) is equal to

lim−→⊕k
j=1Inj , Inj ∈ Tnj (F ) the units.

CLASSIFICATION OF IDEMPOTENTS AND SQUARE ROOTS IN THE
UPPER TRIANGULAR MATRIX BANACH ALGEBRAS AND THEIR

INDUCTIVE LIMIT ALGEBRAS
141



18 TAKAHIRO SUDO

We say that the limit is the inductive partition of the (extended) unit I. Or we may call it
the scale of the inductive limit I, and write ΣI. Similarly as in the case of sequences above,
we define that two inductive partitions lim−→⊕k

j=1Inj
and lim−→⊕k

j=1Imj
of the respective units

associated to two inductive limits L and K of {Tnj (F )}∞j=1 and {Tmj (F )}∞j=1, respectively,
are equivalent up to inductive permutation if for any m a positive interger, there are positive
intergers k and k′ such that k, k′ ≥ m and the element ⊕k

j=1Inj is identified with the
element ⊕k′

j=1Imj by subtracting finitely many l and l′ diagonal sum components so that
k − l = k′ − l′ = m and by a permutation of m diagonal sum components left, so that the
respective left components add up to the respective units. In this case, we write ΣI ∼ ΣK.

Corollary 6.7. Non-unital inductive limits I and K of block diagonal sums of {Tnj (F )}∞j=1

and {Tmj (F )}∞j=1 for two sequences {nj}∞j=1 and {mj}∞j=1 of positive integers, respectively,
are isomorphic as Banach algebras if and only if the respective inductive partitions of units
lim−→⊕k

j=1Inj and lim−→⊕k
j=1Imj are equivalent up to inductive permutation, i.e., ΣI ∼ ΣK.

Proof. The respective inductive partitions of units lim−→⊕k
j=1Inj and lim−→⊕k

j=1Imj are by
definition, equivalent up to inductive permutation if and only if the sequences {nj}∞j=1 and
{mj}∞j=1 are equivalent up to inductive permutation.

Remark. Those isomorphisms between the inductive limits are given by permutations,
that are essentially equivalent to taking unitary equivalences, that are not allowed in the
inductive limits. Namely, the isomorphisms exist in the self-adjoint world. If not allowed,
i.e., in the non self-adjoint world, the inductive limits can not be isomorphic except the
trivial cases. Note also that block diagonal sums are essentially equivalent to direct sums.

We may call the unital or non-unital, inductive limits of finite direct sums of the upper
triangular matrix algebras as ATM algebras, in the sense of being approximately triangular
matrix algebras. As a summary,

Corollary 6.8. Two non-unital ATM algebras are isomorphic if and only if their scales are
equivalent in our sense, where we suppose that permutations are allowed in isomorphisms.

As well,

Corollary 6.9. Two unital or non-unital ATM algebras are isomorphic if and only if their
scaled V-theory groups are isomorphic.

Proof. Note that the unital case can be proved within the same context as in the non-unital
case above, without using the classification result in C∗-algebras.

Remark. This is a sort of classification result in non self-adjoint Banach algebras corre-
sponding to that of AF C∗-algebras. However, our method for the classification is similar
to that of the C∗-algebra case, and the results should be the same essentially as contents.
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       

               
              
                  
              
          

                   
               
                 

    

               
  

                 

                        
            

              
                  
                
 

      


 
 


     


    

                 

        

                      
                      
 

               
              

                  

  




      





     

      

                  
 

   




      





    

                      
                        
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   

     




 





 




 
  











          
                    
                 


                 
                  
                       
                    
                

               



  

                

                



  

         

       



              

                        
        

                 
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                    
                    
                         
                    

       

             
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   

 




       
       





  



       
       




    

    

        




          

        

                    
         

         

 




       
       





  



       
       



       

                       

           




       
       





  



       
       





 




     
     



   

     


               


 




     
     



   

     


 




     
     


   

     


    

 

                  

   


 
 


          

   


 
 


                


 
 





 
 





 
 





 
 


    


 
 


 

                        
            
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       

      

                  
                    
   

                
                   
        

                    
    

            

        

      

                     
         

             
          

                        
        

             

           
       
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  

                   
      
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                
                   
              

                   
                    

                         
   

                       
               

                 
              

         

                    
    

                     
                         
    

          

                   
                   
                   
                

      
                

                      
                         
         
                
              
                
              

                    
                      
                           
              

               
       

                 
                
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   

                 
 

            
  

                    
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Abstract. The C-integral was introduced by Bongiorno as a minimal constructive
integration process of Riemann type which contains the Lebesgue integral and the
Newton integral. Moreover Bongiorno, Piazza and Preiss gave some criteria for the
C-integral. On the other hand, Nakanishi gave some criteria for the restricted Denjoy
integral. In this paper we will give new criteria for the C-integral in the style of
Nakanishi.

1 Introduction and preliminaries Throughout this paper we denote by (L)(S) and
(D∗)(S) the class of all Lebesgue integrable functions and the class of all restricted Denjoy
integrable functions from a measurable set S ⊂ R into R, respectively, and we denote by
|A| the measure of a measurable set A. We recall that a gauge δ is a function from an
interval [a, b] into (0,∞) and a δ-fine McShane partition is a collection {(Ik, xk) | k =
1, . . . , k0} of non-overlapping intervals Ik ⊂ [a, b] satisfying Ik ⊂ (xk − δ(xk), xk + δ(xk))
and

∑k0
k=1 |Ik| = b − a. If

∑k0
k=1 |Ik| ≤ b − a, then we say that the collection is a δ-fine

partial McShane partition.
In [3] Bongiorno, Di Piazza and Preiss gave a minimal constructive integration process

of Riemann type which contains the Lebesgue integral and the Newton integral. It is given
as follows:

Definition 1.1. A function f from an inteval [a, b] into R is said to be C-integrable if there
exists a number A such that for any positive number ε there exists a gauge δ such that

�����
k0∑

k=1

f(xk)|Ik| − A

����� < ε

for any δ-fine McShane partition {(Ik, xk) | k = 1, . . . , k0} with
∑k0

k=1 d(Ik, xk) < 1
ε , where

d(Ik, xk) = infx∈Ik
d(x, xk). The constant A is denoted by

A = (C)
∫

[a,b]

f(x)dx.

We denote by (C)([a, b]) the class of all C-integrable functions from [a, b] into R.

We say that a function f from an interval [a, b] into R is Newton integrable if there
exists a differentiable function F from [a, b] into R such that F ′ = f on [a, b]. We denote
by (N)([a, b]) the class of all Newton integrable functions from [a, b] into R. In [3] they also
gave a criterion for the C-integral as follows:

Theorem 1.1. Let f be a function from an inteval [a, b] into R. Then f ∈ (C)([a, b]) if
and only if there exists h ∈ (N)([a, b]) such that f − h ∈ (L)([a, b]).
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By the theorem above (C)([a, b]) is the minimal class which contains (L)([a, b]) and
(N)([a, b]). Moreover it is contained in the class of all restricted Denjoy integrable functions.
Now we refer to the following theorems given by Bongiorno [1, 2].

Theorem 1.2. Let f ∈ (C)([a, b]). Then for any positive number ε there exists a gauge δ
such that

k0∑
k=1

����f(xk)|Ik| − (C)
∫

Ik

f(x)dx

���� < ε

for any δ-fine partial McShane partition {(Ik, xk) | k = 1, . . . , k0} with
∑k0

k=1 d(Ik, xk) < 1
ε .

Throughout this paper, we say that a function defined on the class of all intervals in
[a, b] is an interval function on [a, b]. If an interval function F on [a, b] satisfies F (I1 ∪ I2) =
F (I1) + F (I2) for any intervals I1, I2 ⊂ [a, b] with I1

i ∩ I2
i = ∅, where Ii is the interior of

I, then it is said to be additive. For an interval function F on [a, b], for a positive number
ε, for a gauge δ and E ⊂ [a, b] let

Vε(F, δ, E) = sup

{
k0∑

k=1

|F (Ik)|

�����
{(Ik, xk) | k = 1, . . . , k0} is a δ-fine partial McShane
partition with xk ∈ E and

∑k0
k=1 d(Ik, xk) < 1

ε

}
.

Moreover let

VCF (E) = sup
ε

inf
δ

Vε(F, δ, E).

Theorem 1.3. An interval function F on [a, b] is the primitive of a C-integrable function
if and only if VCF is absolutely continuous with respect to the Lebesgue measure, that is,
for any Lebesgue measurable set E, if |E| = 0, then VCF (E) = 0.

Definition 1.2. Let F be an interval function on [a, b]. Then F is said to be C-absolutely
continuous on E ⊂ [a, b] if for any positive number ε there exist a gauge δ and a positive
number η such that

k0∑
k=1

|F (Ik)| < ε

for any δ-fine partial McShane partition {(Ik, xk) | k = 1, . . . , k0} satisfying

(α1) xk ∈ E for any k;

(α2)
∑k0

k=1 d(Ik, xk) < 1
ε ;

(α3)
∑k0

k=1 |Ik| < η.

We denote by ACC(E) the class of all C-absolutely continuous interval functions on E.
Moreover F is said to be C-generalized absolutely continuous on [a, b] if there exists a
sequence {Em} of measurable sets such that

∪∞
m=1 Em = [a, b] and F ∈ ACC(Em) for any

m. We denote by ACGC([a, b]) the class of all C-generalized absolutely continuous interval
functions on [a, b].
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integral. In this paper we will give new criteria for the C-integral in the style of
Nakanishi.

1 Introduction and preliminaries Throughout this paper we denote by (L)(S) and
(D∗)(S) the class of all Lebesgue integrable functions and the class of all restricted Denjoy
integrable functions from a measurable set S ⊂ R into R, respectively, and we denote by
|A| the measure of a measurable set A. We recall that a gauge δ is a function from an
interval [a, b] into (0,∞) and a δ-fine McShane partition is a collection {(Ik, xk) | k =
1, . . . , k0} of non-overlapping intervals Ik ⊂ [a, b] satisfying Ik ⊂ (xk − δ(xk), xk + δ(xk))
and

∑k0
k=1 |Ik| = b − a. If

∑k0
k=1 |Ik| ≤ b − a, then we say that the collection is a δ-fine

partial McShane partition.
In [3] Bongiorno, Di Piazza and Preiss gave a minimal constructive integration process

of Riemann type which contains the Lebesgue integral and the Newton integral. It is given
as follows:

Definition 1.1. A function f from an inteval [a, b] into R is said to be C-integrable if there
exists a number A such that for any positive number ε there exists a gauge δ such that

�����
k0∑

k=1

f(xk)|Ik| − A

����� < ε

for any δ-fine McShane partition {(Ik, xk) | k = 1, . . . , k0} with
∑k0

k=1 d(Ik, xk) < 1
ε , where

d(Ik, xk) = infx∈Ik
d(x, xk). The constant A is denoted by

A = (C)
∫

[a,b]

f(x)dx.

We denote by (C)([a, b]) the class of all C-integrable functions from [a, b] into R.

We say that a function f from an interval [a, b] into R is Newton integrable if there
exists a differentiable function F from [a, b] into R such that F ′ = f on [a, b]. We denote
by (N)([a, b]) the class of all Newton integrable functions from [a, b] into R. In [3] they also
gave a criterion for the C-integral as follows:

Theorem 1.1. Let f be a function from an inteval [a, b] into R. Then f ∈ (C)([a, b]) if
and only if there exists h ∈ (N)([a, b]) such that f − h ∈ (L)([a, b]).
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Theorem 1.4. For any F ∈ ACGC([a, b]) there exists d
dxF ([a, x]) for almost every x ∈

[a, b], and there exists f ∈ (C)([a, b]) such that f(x) = d
dxF ([a, x]) for almost every x ∈ [a, b]

and

F (I) = (C)
∫

I

f(x)dx

for any interval I ⊂ [a, b].
Conversely the interval function F defined above for any f ∈ (C)([a, b]) satisfies F ∈

ACGC([a, b]).

On the other hand, in [7, 10] Nakanishi gave the following criteria for the restricted
Denjoy integral. Firstly Nakanishi considered the following four criteria for the pair of a
function f from [a, b] into R and an additive interval function F on [a, b].

(A) For any decreasing sequence {εn} tending to 0 there exists an increasing sequence
{Fn} of closed sets such that

(1)
∪∞

n=1 Fn = [a, b];

(2) f ∈ (L)(Fn) for any n;

(3)

�����
k0∑

k=1

(
F (Ik) − (L)

∫

Ik∩Fn

f(x)dx

)����� < εn for any n and for any finite family

{Ik | k = 1, . . . , k0} of non-overlapping intervals in [a, b] with Ik ∩ Fn �= ∅.

(B) For any decreasing sequence {εn} tending to 0 there exist increasing sequences {Mn}
of non-empty measurable sets and {Fn} of closed sets such that

(1)
∪∞

n=1 Mn = [a, b];

(2) Fn ⊂ Mn for any n and |[a, b] \
∪∞

n=1 Fn| = 0;

(3) f ∈ (L)(Fn) for any n;

(4)

�����
k0∑

k=1

(
F (Ik) − (L)

∫

Ik∩Fn

f(x)dx

)����� < εn for any n and for any finite family

{Ik | k = 1, . . . , k0} of non-overlapping intervals in [a, b] with Ik ∩ Mn �= ∅.

(C) There exists an increasing sequence {Fn} of closed sets such that

(1)
∪∞

n=1 Fn = [a, b];

(2) f ∈ (L)(Fn) for any n;

(3) for any n and for any positive number ε there exists a positive number η such
that

�����
k0∑

k=1

F (Ik)

����� < ε

for any finite family {Ik | k = 1, . . . , k0} of non-overlapping intervals in [a, b]
satisfying

(3.1) Ik ∩ Fn �= ∅ for any k;

(3.2)
∑k0

k=1 |Ik| < η.
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(4) for any n and for any interval I ⊂ [a, b]

F (I) = (L)
∫

I∩Fn

f(x)dx +
∞∑

p=1

F (Jp),

where Ii is the interior of I, {Jp | p = 1, 2, . . .} is the sequence of all connected
components of Ii \ Fn and Jp is the closure of Jp.

(D) There exist increasing sequences {Mn} of non-empty measurable sets and {Fn} of
closed sets such that

(1)
∪∞

n=1 Mn = [a, b];

(2) Fn ⊂ Mn for any n and |[a, b] \
∪∞

n=1 Fn| = 0;

(3) f ∈ (L)(Fn) for any n;

(4) for any n and for any positive number ε there exists a positive number η such
that

�����
k0∑

k=1

F (Ik)

����� < ε

for any finite family {Ik | k = 1, . . . , k0} of non-overlapping intervals in [a, b]
satisfying

(4.1) Ik ∩ Mn �= ∅ for any k;

(4.2)
∑k0

k=1 |Ik| < η.

(5) for any n and for any interval I ⊂ [a, b]

F (I) = (L)
∫

I∩Fn

f(x)dx +
∞∑

p=1

F (Jp),

where Ii is the interior of I, {Jp | p = 1, 2, . . .} is the sequence of all connected
components of Ii \ Fn and Jp is the closure of Jp.

It is clear that (A) implies (B) and (C) implies (D). Next Nakanishi gave the following
theorems for the restricted Denjoy integral.

Theorem 1.5. Let f ∈ (D∗)([a, b]) and let F be an additive interval function on [a, b]
defined by

F (I) = (D∗)
∫

I

f(x)dx

for any interval I ⊂ [a, b]. Then the pair of f and F satisfies (A).

Theorem 1.6. If the pair of a function f from an inteval [a, b] into R and an additive
interval function F on [a, b] satisfies (A), then the pair of f and F satisfies (C). Similarly,
if the pair of a function f from an inteval [a, b] into R and an additive interval function F
on [a, b] satisfies (B), then the pair of f and F satisfies (D).
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ε , where
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d(x, xk). The constant A is denoted by
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We say that a function f from an interval [a, b] into R is Newton integrable if there
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gave a criterion for the C-integral as follows:

Theorem 1.1. Let f be a function from an inteval [a, b] into R. Then f ∈ (C)([a, b]) if
and only if there exists h ∈ (N)([a, b]) such that f − h ∈ (L)([a, b]).
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Theorem 1.7. If the pair of a function f from an inteval [a, b] into R and an additive
interval function F on [a, b] satisfies (D), then f ∈ (D∗)([a, b]) and

F (I) = (D∗)
∫

I

f(x)dx

holds for any interval I ⊂ [a, b].

By Theorems 1.5, 1.6 and 1.7 we obtain the following criteria for the restricted Denjoy
integral.

Theorem 1.8. A function f from an interval [a, b] into R is restricted Denjoy integrable if
and only if there exists an additive interval function F on [a, b] such that the pair of f and
F satisfies one of (A), (B), (C) and (D). Moreover, if the pair of f and F satisfies one of
(A), (B), (C) and (D), then

F (I) = (D∗)
∫

I

f(x)dx

holds for any interval I ⊂ [a, b].

In this paper, motivated by the results above, we will give new criteria for the C-integral
similar to Theorems 1.5, 1.6, 1.7 and 1.8.

2 Main results Firstly we consider the following four criteria for the pair of a function
f from [a, b] into R and an additive interval function F on [a, b].

(A)C For any decreasing sequence {εn} tending to 0 there exists an increasing sequence
{Fn} of closed sets such that

(1)
∪∞

n=1 Fn = [a, b];

(2) f ∈ (L)(Fn) for any n;

(3) for any n there exists a gauge δ such that
�����

k1∑
k=1

(
F (Ik) − (L)

∫

Ik∩Fn

f(x)dx

)����� < εn

for any finite family {Ik | k = 1, . . . , k0, k0 + 1, . . . , k1, 0 ≤ k0 ≤ k1} of
non-overlapping intervals in [a, b] which consists of a finite family {Ik | k =
1, . . . , k0} with Ik ∩ Fn �= ∅ and a δ-fine partial McShane partition {(Ik, xk) |
k = k0 + 1, . . . , k1} satisfying

(3.1) xk ∈ Fn for any k = k0 + 1, . . . , k1;

(3.2)
∑k1

k=k0+1 d(Ik, xk) < 1
εn

.

(B)C For any decreasing sequence {εn} tending to 0 there exist increasing sequences {Mn}
of non-empty measurable sets and {Fn} of closed sets such that

(1)
∪∞

n=1 Mn = [a, b];

(2) Fn ⊂ Mn for any n and |[a, b] \
∪∞

n=1 Fn| = 0;

(3) f ∈ (L)(Fn) for any n;
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(4) for any n there exists a gauge δ such that
�����

k1∑
k=1

(
F (Ik) − (L)

∫

Ik∩Fn

f(x)dx

)����� < εn

for any finite family {Ik | k = 1, . . . , k0, k0 + 1, . . . , k1, 0 ≤ k0 ≤ k1} of
non-overlapping intervals in [a, b] which consists of a finite family {Ik | k =
1, . . . , k0} with Ik ∩ Mn �= ∅ and a δ-fine partial McShane partition {(Ik, xk) |
k = k0 + 1, . . . , k1} satisfying

(4.1) xk ∈ Mn for any k = k0 + 1, . . . , k1;
(4.2)

∑k1
k=k0+1 d(Ik, xk) < 1

εn
.

(C)C There exists an increasing sequence {Fn} of closed sets such that

(1)
∪∞

n=1 Fn = [a, b];

(2) f ∈ (L)(Fn) for any n;

(3) for any n and for any positive number ε there exist a positive number η and a
gauge δ such that

�����
k0∑

k=1

F (Ik)

����� < ε

for any δ-fine partial McShane partition {(Ik, xk) | k = 1, . . . , k0} in [a, b]
satisfying

(3.1) xk ∈ Fn for any k;
(3.2)

∑k0
k=1 d(Ik, xk) < 1

ε ;

(3.3)
∑k0

k=1 |Ik| < η.

(4) for any n and for any interval I ⊂ [a, b]

F (I) = (L)
∫

I∩Fn

f(x)dx +
∞∑

p=1

F (Jp),

where Ii is the interior of I, {Jp | p = 1, 2, . . .} is the sequence of all connected
components of Ii \ Fn and Jp is the closure of Jp.

(D)C There exist increasing sequences {Mn} of non-empty measurable sets and {Fn} of
closed sets such that

(1)
∪∞

n=1 Mn = [a, b];

(2) Fn ⊂ Mn for any n and |[a, b] \
∪∞

n=1 Fn| = 0;

(3) f ∈ (L)(Fn) for any n;

(4) for any n and for any positive number ε there exist a positive number η and a
gauge δ such that

�����
k0∑

k=1

F (Ik)

����� < ε

for any δ-fine partial McShane partition {(Ik, xk) | k = 1, . . . , k0} in [a, b]
satisfying
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interval [a, b] into (0,∞) and a δ-fine McShane partition is a collection {(Ik, xk) | k =
1, . . . , k0} of non-overlapping intervals Ik ⊂ [a, b] satisfying Ik ⊂ (xk − δ(xk), xk + δ(xk))
and

∑k0
k=1 |Ik| = b − a. If

∑k0
k=1 |Ik| ≤ b − a, then we say that the collection is a δ-fine

partial McShane partition.
In [3] Bongiorno, Di Piazza and Preiss gave a minimal constructive integration process

of Riemann type which contains the Lebesgue integral and the Newton integral. It is given
as follows:

Definition 1.1. A function f from an inteval [a, b] into R is said to be C-integrable if there
exists a number A such that for any positive number ε there exists a gauge δ such that

�����
k0∑

k=1

f(xk)|Ik| − A

����� < ε

for any δ-fine McShane partition {(Ik, xk) | k = 1, . . . , k0} with
∑k0

k=1 d(Ik, xk) < 1
ε , where

d(Ik, xk) = infx∈Ik
d(x, xk). The constant A is denoted by

A = (C)
∫

[a,b]

f(x)dx.

We denote by (C)([a, b]) the class of all C-integrable functions from [a, b] into R.

We say that a function f from an interval [a, b] into R is Newton integrable if there
exists a differentiable function F from [a, b] into R such that F ′ = f on [a, b]. We denote
by (N)([a, b]) the class of all Newton integrable functions from [a, b] into R. In [3] they also
gave a criterion for the C-integral as follows:

Theorem 1.1. Let f be a function from an inteval [a, b] into R. Then f ∈ (C)([a, b]) if
and only if there exists h ∈ (N)([a, b]) such that f − h ∈ (L)([a, b]).
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by (N)([a, b]) the class of all Newton integrable functions from [a, b] into R. In [3] they also
gave a criterion for the C-integral as follows:

Theorem 1.1. Let f be a function from an inteval [a, b] into R. Then f ∈ (C)([a, b]) if
and only if there exists h ∈ (N)([a, b]) such that f − h ∈ (L)([a, b]).
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(4.1) xk ∈ Mn for any k;
(4.2)

∑k0
k=1 d(Ik, xk) < 1

ε ;

(4.3)
∑k0

k=1 |Ik| < η.
(5) for any n and for any interval I ⊂ [a, b]

F (I) = (L)
∫

I∩Fn

f(x)dx +
∞∑

p=1

F (Jp),

where Ii is the interior of I, {Jp | p = 1, 2, . . .} is the sequence of all connected
components of Ii \ Fn and Jp is the closure of Jp.

It is clear that (A)C implies (B)C and (C)C implies (D)C . Now we give the following
theorems for the C-integral.

Theorem 2.1. Let f ∈ (C)([a, b]) and let F be an additive interval function on [a, b] defined
by

F (I) = (C)
∫

I

f(x)dx

for any interval I ⊂ [a, b]. Then the pair of f and F satisfies (A)C .

Proof. Since f is C-integrable, it is restricted Denjoy integrable. Let {εn} be a decreasing
sequence tending to 0. By Theorem 1.5 for

{
εn

2

}
there exists an increasing sequence {Fn}

of closed sets such that (1) and (2) hold. Moreover
�����

k0∑
k=1

(
F (Ik) − (L)

∫

Ik∩Fn

f(x)dx

)����� <
εn

2

for any finite family {Ik | k = 1, . . . , k0} of non-overlapping intervals in [a, b] with Ik∩Fn �= ∅.
Since f is C-integrable, f−fχFn is also C-integrable, where χFn is the characteristic function
of Fn. Since f − fχFn = 0 on Fn, by Theorem 1.2 there exists a gauge δ such that

�����
k1∑

k=k0+1

(
F (Ik) − (L)

∫

Ik∩Fn

f(x)dx

)�����

=

�����
k1∑

k=k0+1

(C)
∫

Ik

(f − fχFn)(x)dx

�����

=

�����
k1∑

k=k0+1

(
(C)

∫

Ik

(f − fχFn)(x)dx − (f − fχFn)(xk)|Ik|
)�����

<
εn

2
for any δ-fine partial McShane partition {(Ik, xk) | k = k0 + 1, . . . , k1} in [a, b] satisfying
(3.1) and (3.2). Therefore

�����
k1∑

k=1

(
F (Ik) − (L)

∫

Ik∩Fn

f(x)dx

)�����

≤

�����
k0∑

k=1

(
F (Ik) − (L)

∫

Ik∩Fn

f(x)dx

)����� +

�����
k1∑

k=k0+1

(
F (Ik) − (L)

∫

Ik∩Fn

f(x)dx

)�����

<
εn

2
+

εn

2
= εn
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for any finite family {Ik | k = 1, . . . , k0, k0 + 1, . . . , k1, 0 ≤ k0 ≤ k1} of non-overlapping
intervals in [a, b] which consists of a finite family {Ik | k = 1, . . . , k0} with Ik ∩ Fn �= ∅ and
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that is, (3) holds.

Theorem 2.2. If the pair of a function f from an inteval [a, b] into R and an additive in-
terval function F on [a, b] satisfies (A)C , then the pair of f and F satisfies (C)C . Similarly,
if the pair of a function f from an inteval [a, b] into R and an additive interval function F
on [a, b] satisfies (B)C , then the pair of f and F satisfies (D)C .

Proof. Let {εn} be a decreasing sequence tending to 0. Then there exists an increasing
sequence {Fn} of closed sets such that (1) and (2) of (C)C hold. By Theorem 1.6 (4) of
(C)C holds. Next we show (3) of (C)C . Let n be a natural number and let ε be a positive
number. Since f ∈ (L)(Fn), there exists a positive number ρ(n, ε) such that, if |E| < ρ(n, ε),
then

����(L)
∫

E∩Fn

f(x)dx

���� <
ε

2
.

Take a natural number m(n, ε) such that εm(n,ε) < ε
2 and m(n, ε) ≥ n, and put η =

ρ(m(n, ε), ε). By (3) of (A)C for m(n, ε) there exists a gauge δm(n,ε). Let {(Ik, xk) | k =
1, . . . , k0} be a δm(n,ε)-fine partial McShane partition in [a, b] satisfying (3.1), (3.2) and (3.3)
of (C)C . Then we obtain

�����
k0∑

k=1

(
F (Ik) − (L)

∫

Ik∩Fm(n,ε)

f(x)dx

)����� < εm(n,ε) <
ε

2
.

Moreover, since
∑k0

k=1 |Ik| < η = ρ(m(n, ε), ε), we obtain

�����
k0∑

k=1

(L)
∫

Ik∩Fm(n,ε)

f(x)dx

����� <
ε

2
.

Therefore
�����

k0∑
k=1

F (Ik)

����� ≤

�����
k0∑

k=1

(
F (Ik) − (L)

∫

Ik∩Fm(n,ε)

f(x)dx

)����� +

�����
k0∑

k=1

(L)
∫

Ik∩Fm(n,ε)

f(x)dx

�����
<

ε

2
+

ε

2
= ε.

Similarly, we can prove that, if the pair of f and F satisfies (B)C , then the pair of f
and F satisfies (D)C .

Theorem 2.3. If the pair of a function f from an inteval [a, b] into R and an additive
interval function F on [a, b] satisfies (D)C , then f ∈ (C)([a, b]) and

F (I) = (C)
∫

I

f(x)dx

holds for any interval I ⊂ [a, b].
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Abstract. The C-integral was introduced by Bongiorno as a minimal constructive
integration process of Riemann type which contains the Lebesgue integral and the
Newton integral. Moreover Bongiorno, Piazza and Preiss gave some criteria for the
C-integral. On the other hand, Nakanishi gave some criteria for the restricted Denjoy
integral. In this paper we will give new criteria for the C-integral in the style of
Nakanishi.

1 Introduction and preliminaries Throughout this paper we denote by (L)(S) and
(D∗)(S) the class of all Lebesgue integrable functions and the class of all restricted Denjoy
integrable functions from a measurable set S ⊂ R into R, respectively, and we denote by
|A| the measure of a measurable set A. We recall that a gauge δ is a function from an
interval [a, b] into (0,∞) and a δ-fine McShane partition is a collection {(Ik, xk) | k =
1, . . . , k0} of non-overlapping intervals Ik ⊂ [a, b] satisfying Ik ⊂ (xk − δ(xk), xk + δ(xk))
and

∑k0
k=1 |Ik| = b − a. If

∑k0
k=1 |Ik| ≤ b − a, then we say that the collection is a δ-fine

partial McShane partition.
In [3] Bongiorno, Di Piazza and Preiss gave a minimal constructive integration process

of Riemann type which contains the Lebesgue integral and the Newton integral. It is given
as follows:

Definition 1.1. A function f from an inteval [a, b] into R is said to be C-integrable if there
exists a number A such that for any positive number ε there exists a gauge δ such that

�����
k0∑

k=1

f(xk)|Ik| − A

����� < ε

for any δ-fine McShane partition {(Ik, xk) | k = 1, . . . , k0} with
∑k0

k=1 d(Ik, xk) < 1
ε , where

d(Ik, xk) = infx∈Ik
d(x, xk). The constant A is denoted by

A = (C)
∫

[a,b]

f(x)dx.

We denote by (C)([a, b]) the class of all C-integrable functions from [a, b] into R.

We say that a function f from an interval [a, b] into R is Newton integrable if there
exists a differentiable function F from [a, b] into R such that F ′ = f on [a, b]. We denote
by (N)([a, b]) the class of all Newton integrable functions from [a, b] into R. In [3] they also
gave a criterion for the C-integral as follows:

Theorem 1.1. Let f be a function from an inteval [a, b] into R. Then f ∈ (C)([a, b]) if
and only if there exists h ∈ (N)([a, b]) such that f − h ∈ (L)([a, b]).
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Proof. By (1) and (4) we obtain F ∈ ACGC([a, b]). By Theorem 1.4 there exists d
dxF ([a, x])

for almost every x ∈ [a, b], and there exists g ∈ (C)([a, b]) such that g(x) = d
dxF ([a, x]) for

almost every x ∈ [a, b] and

F (I) = (C)
∫

I

g(x)dx

for any interval I ⊂ [a, b]. We show that g = f almost everywhere. To show this, we
consider a function

gn(x) =
{

f(x), if x ∈ Fn,
g(x), if x �∈ Fn.

By [12, Theorem (5.1)] gn ∈ (D∗)(I) for any interval I ⊂ [a, b] and by (3)

(D∗)
∫

I

gn(x)dx = (D∗)
∫

I∩Fn

f(x)dx +
∞∑

p=1

(D∗)
∫

Jp

g(x)dx

= (L)
∫

I∩Fn

f(x)dx +
∞∑

p=1

(C)
∫

Jp

g(x)dx

= (L)
∫

I∩Fn

f(x)dx +
∞∑

p=1

F (Jp),

where {Jp | p = 1, 2, . . .} is the sequence of all connected components of Ii \ Fn. By
comparing the equation above with (5), we obtain

F (I) = (D∗)
∫

I

gn(x)dx.

Therefore we obtain d
dxF ([a, x]) = gn(x) = f(x) for almost every x ∈ Fn. By (2) we obtain

g(x) = d
dxF ([a, x]) = f(x) for almost every x ∈ [a, b].

By Theorems 2.1, 2.2 and 2.3 we obtain the following new criteria for the C-integral.

Theorem 2.4. A function f from an interval [a, b] into R is C-integrable if and only if
there exists an additive interval function F on [a, b] such that the pair of f and F satisfies
one of (A)C , (B)C , (C)C and (D)C . Moreover, if the pair of f and F satisfies one of (A)C ,
(B)C , (C)C and (D)C , then

F (I) = (C)
∫

I

f(x)dx

holds for any interval I ⊂ [a, b].
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and
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k=1 |Ik| = b − a. If

∑k0
k=1 |Ik| ≤ b − a, then we say that the collection is a δ-fine

partial McShane partition.
In [3] Bongiorno, Di Piazza and Preiss gave a minimal constructive integration process

of Riemann type which contains the Lebesgue integral and the Newton integral. It is given
as follows:

Definition 1.1. A function f from an inteval [a, b] into R is said to be C-integrable if there
exists a number A such that for any positive number ε there exists a gauge δ such that
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����� < ε

for any δ-fine McShane partition {(Ik, xk) | k = 1, . . . , k0} with
∑k0

k=1 d(Ik, xk) < 1
ε , where

d(Ik, xk) = infx∈Ik
d(x, xk). The constant A is denoted by

A = (C)
∫

[a,b]

f(x)dx.

We denote by (C)([a, b]) the class of all C-integrable functions from [a, b] into R.

We say that a function f from an interval [a, b] into R is Newton integrable if there
exists a differentiable function F from [a, b] into R such that F ′ = f on [a, b]. We denote
by (N)([a, b]) the class of all Newton integrable functions from [a, b] into R. In [3] they also
gave a criterion for the C-integral as follows:

Theorem 1.1. Let f be a function from an inteval [a, b] into R. Then f ∈ (C)([a, b]) if
and only if there exists h ∈ (N)([a, b]) such that f − h ∈ (L)([a, b]).
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Remark on the Triebel-Lizorkin space boundedness of rough singular integrals associated

to surfaces

Kôzô Yabuta

 

 

 

 

1 Introduction. The purpose of this paper is to improve recent results in [10].

Let Rn (n ≥ 2) be the n-dimensional Euclidean space and Sn−1 be the unit sphere in Rn equipped

with the induced Lebesgue measure dσ = dσ(·). Suppose Ω ∈ L1(Sn−1) satisfies the cancellation condition

(1)

∫

Sn−1

Ω(y′) dσ(y′) = 0,

where y′ = y/|y|.
For a suitable function φ and a measurable function h on [0,∞), we denote by TΩ,φ,h the singular

integral operator along the surface

Γ = {x = φ(|y|)y′ : y ∈ Rn}

defined as follows:

(2) TΩ,h,φf(x) = p. v.

∫

Rn

h(|y|)Ω(y′)
|y|n

f(x− φ(|y|)y′) dy,

for f in the Schwartz class S(Rn). If φ(t) = t, then TΩ,h,φ is the classical singular integral operator TΩ,h,

which is defined by

(3) TΩ,hf(x) = p.v.

∫

Rn

h(|y|)Ω(y′)
|y|n

f(x− y) dy.

When h ≡ 1, we denote simply TΩ,h,φ and TΩ,h by TΩ,φ and TΩ, respectively.

Let us recall the definitions of some function spaces. First recall the definitions of the homogeneous

Triebel-Lizorkin spaces Ḟα
p,q = Ḟα

p,q(Rn) and the homogeneous Besov spaces Ḃα
p,q = Ḃα

p,q(Rn). For 0 <

p, q ≤ ∞ (p �= ∞) and α ∈ R, Ḟα
p,q(Rn) is defined by

(4) Ḟα
p,q(Rn) =

{
f ∈ S ′(Rn)/P(Rn) : ||f ||Ḟα

p,q
=

∥∥∥∥
(∑

k∈Z
2kαq|Ψk ∗ f |q

)1/q∥∥∥∥
Lp

< ∞

}
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2

and Ḃα,q
p (Rn) is defined by

(5) Ḃα
p,q(Rn) =

{
f ∈ S ′(Rn)/P(Rn) : ||f ||Ḃα

p,q
=

(∑
k∈Z

2kαq‖Ψk ∗ f‖qLp

)1/q

< ∞

}
,

where S ′(Rn) denotes the tempered distribution class on Rn, and P(Rn) denotes the set of all polynomials

on Rn, Ψ̂k(ξ) = Φ(2−kξ) for k ∈ Z and Φ ∈ C∞
c (Rn) is a radial function satisfying the following conditions:

(i) 0 ≤ Φ ≤ 1; (ii) suppΦ ⊂ {ξ : 1/2 ≤ |ξ| ≤ 2}; (iii) Φ > c > 0 if 3/5 ≤ |ξ| ≤ 5/3; (iv)
∑

j∈Z Φ(2
−jξ) = 1

(ξ �= 0). Note that the space S∞(Rn) given by

S∞(Rn) :=
⋂

α∈(N∪{0})n

{
f ∈ S(Rn) :

∫

Rn

xαf(x) dx = 0

}

is dense in Ḟα
pq(Rn) and Ḃα

p,q(Rn) as long as α ∈ R and p, q ∈ (0,∞) ([9, Theorem 5.1.5]).

The inhomogeneous versions of Triebel-Lizorkin spaces and Besov spaces, which are denoted by

Fα
p,q(Rn) and Bα

p,q(Rn) respectively, are obtained by adding the term ‖Φ0 ∗ f‖p to the right-hand side of

(4) or (5) with
∑

k∈Z replaced by
∑∞

k=0, where Φ0 ∈ S(Rn), supp Φ̂0 ⊂ {ξ : |ξ| ≤ 2}, and Φ̂0(ξ) > c > 0

if |ξ| ≤ 5/3.

The following properties of the Triebel-Lizorkin space and Besov space are well known. Let 1 <

p, q < ∞, α ∈ R, and 1/p+ 1/p′ = 1, 1/q + 1/q′ = 1.

(6)

(a) Ḟ 0
2,2 = Ḃ0

2,2 = L2, Ḟ 0
p,2 = Lp and Ḟα

p,p = Ḃα
p,p for 1 < p < ∞, and Ḟ 0

∞,2 = BMO;

(b) Fα
p,q ∼ Ḟα

p,q ∩ Lp and ||f ||Fα
p,q

∼ ||f ||Ḟα
p,q

+ ||f ||Lp (α > 0);

(c) Bα
p,q ∼ Ḃα

p,q ∩ Lp and ||f ||Bα
p,q

∼ ||f ||Ḃα
p,q

+ ||f ||Lp (α > 0);

(d) (Ḟα
p,q)

∗ = Ḟ−α
p′,q′ and (Fα

p,q)
∗ = F−α

p′,q′ ;

(e) (Ḃα
p,q)

∗ = Ḃ−α
p′,q′ and (Bα

p,q)
∗ = B−α

p′,q′ ;

(f)
(
Ḟα1
p,q1 , Ḟ

α2
p,q2

)
θ,q

= Ḃα
p,q (α1 �= α2, 0 < p < ∞, 0 < q, q1, q2 ≤ ∞,

α = (1− θ)α1 + θα2, 0 < θ < 1)..

See [9] for more properties of Ḟα
p,q and Ḃα

p,q.

Next, we give the definition of the Hardy space H1(Sn−1).

H1(Sn−1) =

{
ω ∈ L1(Sn−1)

∣∣∣∣ ‖f‖H1(Sn−1) =

∥∥∥∥ sup
0≤r<1

∣∣∣∣
∫

Sn−1

ω(y′)Pr(·)(y
′)dσ(y′)

∣∣∣∣
∥∥∥∥
L1(Sn−1)

< ∞

}
,

where Pry′(x′) denotes the Poisson kernel on Sn−1 defined by Pry′(x′) = (1− r2)/|ry′ − x′|n, 0 ≤ r < 1

and x′, y′ ∈ Sn−1.

Besides H1(Sn−1), there are two important function spaces L(logL)(Sn−1) and the block spaces

B
(0,0)
q (Sn−1) in the theory of singular integrals. Let L(logL)α(Sn−1) (for α > 0) denote the class of all
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measurable functions Ω on Sn−1 which satisfy

‖Ω‖L(logL)α(Sn−1) =

∫

Sn−1

|Ω(y′)| logα(2 + |Ω(y′)|) dσ(y′) < ∞.

Denote by L(logL)(Sn−1) L(logL)1(Sn−1). A well-known fact is L(logL)(Sn−1) ⊂ H1(Sn−1), cf. [8].

We turn to the block space B
(0,v)
q (Sn−1). Let 1 < q ≤ ∞ and v > −1. A q-block on Sn−1

is an Lq(Sn−1) function b which satisfies supp b ⊂ and ‖b‖q ≤ |I|−1/q′ , where |I| = σ(I), and I =

B(x′
0, θ0) ∩ Sn−1 is a cap on Sn−1 for some x′

0 ∈ Sn−1 and θ0 ∈ (0, 1]. The block space B
(0,v)
q (Sn−1) is

defined by

(7) B(0,v)
q (Sn−1) =

{
Ω ∈ L1(Sn−1); Ω =

∞∑

j=1

λjbj , M
(0,v)
q ({λj}) < ∞

}
,

where λj ∈ C and bj is a q-block supported on a cap Ij on Sn−1, and

(8) M (0,v)
q ({λj}) =

∞∑

j=1

|λj |
{
1 + log(v+1)

(
|Ij |−1

)}
.

For Ω ∈ B
(0,v)
q (Sn−1), denote

‖Ω‖
B

(0,v)
q (Sn−1)

= inf
{
M (0,v)

q ({λj}); Ω =

∞∑

j=1

λjbj , bj is a q-block
}
.

Then ‖·‖
B

(0,v)
q (Sn−1)

is a norm on the space B
(0,v)
q (Sn−1), and

(
B

(0,v)
q (Sn−1), ‖·‖

B
(0,v)
q (Sn−1)

)
is a Banach

space. The following inclusion relations are known.

(9)

(a) B(0,v1)
q (Sn−1) ⊂ B(0,v2)

q (Sn−1) if v1 > v2 > −1;

(b) B(0,v)
q1 (Sn−1) ⊂ B(0,v)

q2 (Sn−1) if 1 < q2 < q1 for any v > −1;

(c)
⋃
p>1

Lp(Sn−1) ⊂ B(0,v)
q (Sn−1) for any q > 1, v > −1;

(d)
⋃
q>1

B(0,v)
q (Sn−1) �⊂

⋃
q>1

Lq(Sn−1) for any v > −1;

(e) B(0,v)
q (Sn−1) ⊂ H1(Sn−1) + L(logL)1+v(Sn−1) for any q > 1, v > −1;

(f)
⋃
q>1

B(0,0)
q (Sn−1) ⊂ H1(Sn−1).

Besides them, there is another class of kernels which lead Lp and Triebel-Lizorkin space boundedness of

singular integral operators TΩ,h. It is closely related to the class Fα introduced by Grafakos and Stefanov

[4].

For β > 0 we say Ω ∈ Fβ(S
n−1) if

(10) sup
ξ′∈Sn−1

∫

Sn−1

|Ω(y′)| logβ 2

|y′ · ξ′|
dσ(y′) < ∞,
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and Ω ∈ WFβ(S
n−1) (F̃β(S

n−1) in [6]) if

(11) sup
ξ′∈Sn−1

(∫

Sn−1

∫

Sn−1

|Ω(y′)Ω(z′)| logβ 2e
|(y′ − z′) · ξ′|

dσ(y′)dσ(z′)

) 1
2

< ∞.

We note that ∪r>1L
r(Sn−1) ⊂ WFβ2(S

n−1) ⊂ WFβ1(S
n−1) for 0 < β1 < β2 < ∞.

About the inclusion relation between Fβ1
(Sn−1) and WFβ2

(Sn−1), the following is known: when

n = 2, Lemma 1 in [3] shows Fβ(S
1) ⊂ WFβ(S

1). It is also known that WF2α(S
1)\

(
Fα(S

1)∪H1(S1)
)
�=

∅. cf. [7].
To state our claims, we need one more function space. For 1 ≤ γ ≤ ∞, ∆γ(R+) is the collection of

all measurable functions h : [0,∞) → C satisfying

‖h‖∆γ = sup
R>0

(
1

R

∫ R

0

|h(t)|γdt
)1/γ

< ∞.

Note that

L∞(R+) = ∆∞(R+) ⊂ ∆β(R+) ⊂ ∆α(R+) for α < β,

and all these inclusions are proper.

In this short note, we report that Theorems 1.1, 1.2 and 1.3 in [10] are improved essentially in the

following form. In the following theorems, the statement “TΩ,h,φ is bounded on Ḟα
p,q(Rn)” means that

‖TΩ,h,φf‖Ḟα
p,q(Rn) ≤ C‖TΩ,h,φf‖Ḟα

p,q(Rn),

for all f ∈ S∞(Rn). In any case, by density we can extend the above inequality and have them for all

f ∈ Ḟα
pq(Rn). We use similar abbreviation to Ḃα

p,q(Rn).

Theorem 1. Let φ be a nonnegative (or nonpositive) and monotonic function on (0,∞) satisfying

(12) ϕ(t) = φ(t)/(tφ′(t)) ∈ L∞(0,∞).

Let h ∈ ∆γ for some 1 < γ ≤ ∞. Suppose Ω ∈ H1(Sn−1), satisfying the cancellation condition (1). Then

(i) TΩ,h,φ is bounded on Ḟα
p,q(Rn) for α ∈ R and p, q with ( 1p ,

1
q ) belonging to the interior of the octagon

P1P2R2P3P4P5R4P6 (hexagon P1P2P3P4P5P6 in the case 1 < γ ≤ 2), where P1 = ( 12 − 1
max{2,γ′} ,

1
2 −

1
max{2,γ′} ), P2 = ( 12 ,

1
2 − 1

max{2,γ′} ), P3 = ( 12 + 1
max{2,γ′} ,

1
2 ), P4 = ( 12 + 1

max{2,γ′} ,
1
2 + 1

max{2,γ′} ), P5 =

( 12 ,
1
2 + 1

max{2,γ′} ), P6 = ( 12 − 1
max{2,γ′} ,

1
2 ), R2 = (1− 1

2γ ,
1
2γ ), and R4 = ( 1

2γ , 1−
1
2γ ).

(ii) TΩ,h,φ is bounded on Ḃα
p,q(Rn) for α ∈ R and p, q satisfying | 12 − 1

p | < min{1
2 ,

1
γ′ } and 1 < q < ∞.

See the following Figures 1-1 and 1-2 for the conclusion (i) of Theorem 1.
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The following theorem shows that if Ω belongs to L logL(Sn−1) or block spaces, then we can get

better results than Theorem 1.

Theorem 2. Let φ be a nonnegative (or nonpositive) and monotonic function on (0,∞) satisfying the

same condition as in Theorem 1. Let h ∈ ∆γ for some 1 < γ ≤ ∞, and Ω ∈ L1(Sn−1) satisfy the

cancellation condition (1). Then

(i) if Ω ∈ L(logL)(Sn−1), TΩ,h,φ is bounded on Ḟα
p,q(Rn) for α ∈ R and p, q with ( 1p ,

1
q ) belonging to

the interior of the hexagon Q1Q2Z2Q3Q4Z4 when 1 < γ < 2 and Q1Q2S2Q3Q4S4 when 2 ≤ γ ≤ ∞,

where Q1 = (0, 0), Q2 = ( 1
γ′ , 0), Q3 = (1, 1), Q4 = ( 1γ , 1), S2 = (1, 1

γ ), S4 = ( 1γ , 0), Z2 = (1, 1
2 ), and

Z4 = ( 12 , 0).

(ii) if Ω ∈ ∪1<q<∞B
(0,0)
q (Sn−1), TΩ,h,φ is bounded on Ḟα

p,q(Rn) for α ∈ R and p, q with ( 1p ,
1
q ) belonging

to the interior of the hexagon Q1Q2S2Q3Q4S4

(iii) if Ω ∈ L(logL)(Sn−1) ∪
(
∪1<q<∞B

(0,0)
q (Sn−1)

)
, TΩ,h,φ is bounded on Ḃα

p,q(Rn) for α ∈ R and

1 < p, q < ∞.

See the following Figures 1-3 and 1-4 for the conclusion of Theorem 2(i).
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As a corresponding result to the case Ω belongs to WFα, we have the following:

Theorem 3. Let φ be a nonnegative (or nonpositive) and monotonic function on (0,∞) satisfying the

same condition as in Theorem 1. Let h ∈ ∆γ for some 1 < γ ≤ ∞. Suppose Ω ∈ WFβ = WFβ(S
n−1)

for some β > max(γ′, 2), and satisfies the cancellation condition (1). Then

(i) the singular integral operator TΩ,h,φ is bounded on Ḟα
p,q(Rn), if α ∈ R and ( 1p ,

1
q ) belongs to the

interior of the hexagon Q1Q2S2Q3Q4S4, where Q1 =
(max(γ′,2)

2β , max(γ′,2)
2β

)
, Q2 =

(
1
γ′ +

max(γ′,2)
β ( 12 −

1
γ′ ),

max(γ′,2)
2β

)
, Q3 =

(
1 − max(γ′,2)

2β , 1 − max(γ′,2)
2β

)
, Q4 =

(
1
γ − max(γ′,2)

β ( 1γ − 1
2 ), 1 − max(γ′,2)

2β

)
, S2 =(

, 1− max(γ′,2)
2β , 1

γ − max(γ′,2)
β ( 1γ − 1

2 )
)
, and S4 =

(max(γ′,2)
2β , 1

γ′ +
max(γ′,2)

β ( 12 − 1
γ′ )

)
.

(ii) TΩ,h,φ is bounded on Ḃα
p,q(Rn), if α ∈ R, 2β

2β−max(γ′,2) < p < 2β
max(γ′,2) and 1 < q < ∞.

See the Figure 1-5 for the conclusion (i) of Theorem 3.
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Remark 1. In [10] we have shown these theorems under the stronger assumption on φ, i.e, when φ is a

positive increasing function on (0,∞) satisfying the doubling condition φ(2t) ≤ c1φ(t) (t > 0) for some

c1 > 1 besides (12). Note also that we improve Theorems 1.2 and 1.3 in [10] even in the case φ(t) = t.

Example 1. As typical examples of φ satisfying the condition (12), we list the following four: tαet (α > 0),

tα logβ(1 + t) (α > 0, β ≥ 0), (2t2 − 2t + 1)t1+α (α ≥ 0), and φ(t) = 2t2 + t (0 < t < π
2 ), = 2t2 + t sin t

(t ≥ π
2 ). Note that linear combinations with positive coefficients of functions φ’s satisfying the above two

conditions also satisfies them. Note that the first example satisfies (12), but does not satisfy the doubling

condition.

2 Proofs of Theorems. One can prove these theorems by a change of variable and the corresponding

theorems in case φ(t) = t in [10], like in [2] or [5].

To prove the theorems, we prepare the following three lemmas: Lemma 1, Lemma 2 and Lemma 4.

The first one is Lemma 2.2 in [2], and the second one is Lemma 2.3 in [2].

Lemma 1. Let φ and ϕ be the same as in Theorem 1. If b ∈ ∆γ for some γ ≥ 1, then

(13)
1

R

∫ R

0

|b(|Φ|−1(t))ϕ(|Φ|−1(t))|γ dt ≤ Cγ(‖ϕ‖γ−1
∞ + ‖ϕ‖γ∞), R > 0,

that is, b(|Φ|−1)ϕ(|Φ|−1) ∈ ∆γ .

171



Lemma 2. Let φ and ϕ be the same as in Theorem 1. Then

(14) TΩ,φ,hf(x) =





TΩ,ϕ(φ−1)h(φ−1)f(x), if φ is nonnegative and increasing,

−TΩ,ϕ(φ−1)h(φ−1)f(x), if φ is nonnegative and decreasing,

TΩ̃,ϕ(φ−1(−·))h(φ−1(−·))f(x), if φ is nonpositive and decreasing,

−TΩ̃,ϕ(φ−1(−·))h(φ−1(−·))f(x), if φ is nonpositive and increasing,

where Ω̃(y) = Ω(−y).

To state the third one we prepare some definitions and a lemma. For Ω ∈ L1(Sn−1), h ∈ ∆γ for

some 1 < γ ≤ ∞, a suitable function φ on R+, and k ∈ Z, we define the measures σΩ,h,φ,k on Rn and the

maximal operator σ∗
Ω,h,φf(x) by

∫

Rn

f(x) dσΩ,h,φ,k(x) =

∫

Rn

f(φ(|x|x′)
Ω(x′)h(|x|)

|x|n
χ{2k−1<|x|≤2k}(x) dx,(15)

σ∗
Ω,h,φf(x) = sup

k∈Z

∣∣|σΩ,h,φ,k| ∗ f(x)
∣∣,(16)

where |σΩ,h,φ,k| is defined in the same way as σΩ,h,φ,k, but with Ω replaced by |Ω| and h by |h|.
we also define the maximal functions MΩ,h,φ by

(17) MΩ,h,φf(x) = sup
k∈Z

1

2kn

∫

{2k−1<|y|≤2k}
|Ω(y′)h(|y|)f(x− φ(|y|)y′)| dy.

We see easily that MΩ,h,φ is equivalent to σ∗
Ω,h,φ(|f |).

In [10], we have shown the following auxiliary lemma.

Lemma 3. Let φ be a positive increasing function on (0,∞) satisfying φ(2t) ≤ c1φ(t) (t > 0) for some

c1 > 1, and ϕ(t) = φ(t)/(tφ′(t)) ∈ L∞(0,∞). Let h ∈ ∆γ for some 1 < γ ≤ ∞. Then, for γ′ < p, q < ∞
we have

(18)

∥∥∥∥
(∑

j∈Z
|MΩ,h,φfj |q

) 1
q

∥∥∥∥
Lp(Rn)

≤ C

∥∥∥∥
(∑

j∈Z
|fj |q

) 1
q

∥∥∥∥
Lp(Rn)

.

Using this we get our third lemma.

Lemma 4. Let φ be the same as above, and �(j) ∈ Z for j ∈ Z. Then, if ( 1p ,
1
q ) belongs to the interior

of the hexagon Q1Q2S2Q3Q4S4, we have

(19)

∥∥∥∥
(∑

j∈Z
|σΩ,h,φ,�(j) ∗ fj |q

) 1
q

∥∥∥∥
Lp(Rn)

≤ C

∥∥∥∥
(∑

j∈Z
|fj |q

) 1
q

∥∥∥∥
Lp(Rn)

,

where Q1 = (0, 0), Q2 = ( 1
γ′ , 0), Q3 = (1, 1), Q4 = ( 1γ , 1), S2 = (1, 1

γ ), and S4 = ( 1γ , 0).

8
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Proof. By Lemma 3, we see that
∥∥∥∥
(∑

j∈Z
|σΩ,h,φ,�(j) ∗ fj |q

) 1
q

∥∥∥∥
Lp(Rn)

≤ C

∥∥∥∥
(∑

j∈Z
|MΩ,h,φfj |q

) 1
q

∥∥∥∥
Lp(Rn)

≤ C

∥∥∥∥
(∑

j∈Z
|fj |q

) 1
q

∥∥∥∥
Lp(Rn)

,

if γ′ < p, q < ∞. By duality, we see that the estimate (19) holds if 1 < p, q < γ. Interpolating

these two cases, we see that the estimate (19) holds, if ( 1p ,
1
q ) belongs to the interior of the hexagon

Q1Q2S2Q3Q4S4.

Now we can prove our theorems.

Using Lemmas 1 and 2 and applying Theorem 1.1 in [10] for φ(t) = t, we get our Theorem 1.

Next, using Lemma 4 in place of Lemma 2.4(ii) in [10], we modify the proof of the inequality (3.4) in

[10], and obtain that estimate if α ∈ R and ( 1p ,
1
q ) belongs to the interior of the hexagon Q1Q2S3Q3Q4S4.

Thus we get our Theorem 3(i) under the additional assumption φ(2t) ≤ c1φ(t) (t > 0) for some c1 > 1,

in particular when φ(t) = t. Similarly, we get our Theorem 2(ii) under the additional assumption

φ(2t) ≤ c1φ(t) (t > 0) for some c1 > 1. So, using Lemmas 1 and 2 and applying Theorems 2(ii) and 3(i)

for φ(t) = t, we get our Theorems 2(ii) and 3(i), respectively.

Next, we consider Theorem 2(i) i.e. the case Ω ∈ L(logL)(Sn−1). Similarly to the case Ω belonging

to block spaces, we see that TΩ,h,φ is bounded on Ḟα
p,q(Rn) if α ∈ R and ( 1p ,

1
q ) belongs to the interior of

the hexagon Q1Q2S2Q3Q4S4.

On the other hand, by Theorem 1.3 in [1] we know that TΩ,h is bounded on Lp(Rn) = Ḟ 0
p,2(Rn),

1 < p < ∞, if Ω ∈ L(logL)(Sn−1) and h ∈ ∆γ for some 1 < γ ≤ ∞. So, using Lemmas 1 and 2, we see

that TΩ,h,φ is bounded on Lp(Rn) = Ḟ 0
p,2(Rn), 1 < p < ∞.

Hence, interpolating between this case and the case α ∈ R and ( 1p ,
1
q ) belonging to the interior of the

hexagon Q1Q2S2Q3Q4S4, we see that TΩ,h,φ is bounded on Ḟα
p,q(Rn) if α ∈ R and ( 1p ,

1
q ) belongs to the

interior of the quadrilateral Q1Q2Z2Z4 or Q3Q4Z4Z2. Interpolating between the cases Q1Q2Z2Z4 and

Q3Q4Z4Z2, we have the desired conclusion of Theorem 2(i).

Theorems 2(iii) and 3(ii) follow by using the property (f) of Triebel-Lizorkin spaces and interpolating

the cases Ḟα+1
p,p (Rn) and Ḟα−1

p,p (Rn). This completes the proofs of our theorems.
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ON THE FIRST-PASSAGE TIME OF AN INTEGRATED GAUSS-MARKOV
PROCESS

Mario Abundo

Abstract. It is considered the integrated process X(t) = x +
∫ t

0
Y (s)ds, where Y (t) is a

Gauss-Markov process starting from y. The first-passage time (FPT) of X through a constant
boundary and the first-exit time of X from an interval (a, b) are investigated, generalizing
some results on FPT of integrated Brownian motion. An essential role is played by a useful
representation ofX, which allows to reduces the FPT ofX to that of a time-changed Brownian
motion. Some explicit examples are reported; when theoretical calculation is not available,
the quantities of interest are estimated by numerical computation.

Keywords: Diffusion, Gauss-Markov process, first-passage-time
Mathematics Subject Classification: 60J60, 60H05, 60H10.

1 Introduction First-passage time (FPT) problems for integrated Markov processes arise both
in theoretical and applied Probability. For instance, in certain stochastic models for the move-
ment of a particle, its velocity, Y (t), is modeled as Ornstein-Uhlenbeck (OU) process, which is
indeed suitable to describe the velocity of a particle immersed in a fluid; as the friction parameter
approaches zero, Y (t) becomes Brownian motion Bt (BM). More generally, the particle velocity
Y (t) can be modeled by a diffusion. Thus, particle position turns out to be the integral of Y (t),
and any question about the time at which the particle first reaches a given place leads to the
FPT of integrated Y (t). This kind of investigation is complicated by the fact that the integral
of a Markov process such as Y (t), is no longer Markovian; however, the two-dimensional process

Y(t) =
(∫ t

0
Y (s)ds, Y (t)

)
is Markovian, so the FPT of integrated Y (t) can be studied by using

Kolmogorov’s equations approach. The first apparition in the literature of Y(t), with Y (t) = Bt ,
dates back to the beginning of the twentieth century (see [24]), in modeling a harmonic oscillator
excited by a Gaussian white noise (see [25] and references therein).

The study of
∫ t

0
Y (s)ds has interesting applications in Biology, in the framework of diffusion

models for neural activity; if one identifies Y (t) with the neuron voltage at time t, then 1
t

∫ t

0
Y (s)ds

represents the time average of the neural voltage in the interval [0, t]. Moreover, integrated Brow-
nian motion arises naturally in stochastic models for particle sedimentation in fluids (see [22]).
Another application can be found in Queueing Theory, if Y (t) represents the length of a queue

at time t; then
∫ t

0
Y (s)ds represents the cumulative waiting time experienced by all the “users”

till the time t. Furthermore, as an application in Economy, one can suppose that Y (t) represents
the rate of change of a commodity’s price, i.e. the current inflation rate; hence, the price of the
commodity at time t is X(t) = X(0) +

∫ t

0
Y (s)ds. Finally, integrated diffusions also play an im-

portant role in connection with the so-called realized stochastic volatility in Finance (see e.g. [8],
[17], [20]).

FPT problems of integrated BM (namely, when Y (t) = Bt) through one or two boundaries,
attracted the interest of a lot of authors (see e.g. [10], [18], [22], [26], [27], [29], [35] for single
boundary, and [25], [32], [33] for double boundary); the FPT of integrated Ornstein-Uhlenbeck
process was studied in [10], [30]. Motivated by these works, our aim is to extend to integrated
Gauss-Markov processes the literature’s results concerning FPT of integrated BM.

Let m(t), h1(t), h2(t) be C1-functions of t ≥ 0, such that h2(t) ̸= 0 and ρ(t) = h1(t)/h2(t) is
a non-negative and monotonically increasing function, with ρ(0) = 0.

If B(t) = Bt denotes standard Brownian motion (BM), then

(1.1) Y (t) = m(t) + h2(t)B(ρ(t)), t ≥ 0,
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is a continuous Gauss-Markov process with mean m(t) and covariance c(s, t) = h1(s)h2(t), for
0 ≤ s ≤ t.
Throughout the paper, Y will denote a Gauss-Markov process of the form (1.1), starting from
y = m(0).

Besides BM, a noteworthy case of Gauss-Markov process is the Ornstein-Uhlenbeck (OU)
process, and in fact any continuous Gauss-Markov process can be represented in terms of a OU
process (see e.g. [36]).
Given a continuous Gauss-Markov process Y, we consider its integrated process, starting from
X(0) :

(1.2) X(t) = X(0) +

∫ t

0

Y (s)ds.

For a given boundary a, we study the FPT of X through a, with the conditions that X(0) = x < a
and Y (0) = y, that is:

(1.3) τa(x, y) = inf{t > 0 : X(t) = a|X(0) = x, Y (0) = y};

moreover, for b > a and x ∈ (a, b), we also study the first-exit time of X from the interval (a, b),
with the conditions that X(0) = x and Y (0) = y, that is:

(1.4) τa,b(x, y) = inf{t > 0 : X(t) /∈ (a, b)|X(0) = x, Y (0) = y}.

In our investigation, an essential role is played by the representation of X in terms of BM, which
was previously obtained by us in [1]. By using this, we avoid to address the FPT problem by Kol-
mogorov’s equations approach, namely to study the equations associated to the two-dimensional
process (X(t), Y (t)) ; many authors (see the references cited above) followed this analytical ap-
proach to study the distribution and the moments of the FPT of integrated BM, and they ob-
tained explicit solutions, in terms of special functions. On the contrary, our approach is based
on the properties of Brownian motion and continuous martingales and it has the advantage to
be quite simple, since the problem is reduced to the FPT of a time-changed BM. Actually, for
Y (0) = y = 0 we present explicit formulae for the density and the moments of the FPT of the
integrated Gauss-Markov process X, both in the one-boundary and two-boundary case; in partic-
ular, in the two-boundary case, we are able to express the nth order moment of the first-exit time
as a series involving only elementary functions.

2 Preliminary Results on Integrated Gauss-Markov Processes We recall from [1] the
following:

Theorem 2.1 Let Y be a Gauss-Markov process of the form (1.1); then X(t) = x+
∫ t

0
Y (s)ds is

normally distributed with mean x +M(t) and variance γ(ρ(t)), where M(t) =
∫ t

0
m(s)ds, γ(t) =∫ t

0
(R(t)−R(s))2ds and R(t) =

∫ t

0
h2(ρ

−1(s))/ρ′(ρ−1(s))ds. Moreover, if γ(+∞) = +∞, then there

exists a BM �B such that X(t) = x +M(t) + �B(�ρ(t)), where �ρ(t) = γ(ρ(t)). Thus, the integrated
process X can be represented as a Gauss-Markov process with respect to a different BM.

�

Remark 2.2 Notice that, if γ(+∞) = +∞, though X is represented as a Gauss-Markov process

for a suitable BM �B, X is not Markov with respect to its natural filtration Ft (i.e. the σ−field
generated by X up to time t). In fact, a Gaussian process X enjoys this property if and only if
its covariance K(s, t) = cov(X(s), X(t)) satisfies the condition (see e.g. [16], [31], [34]) K(u, t) =
K(u,s)K(s,t)

K(s,s) , u ≤ s ≤ t. Really, if X is e.g. integrated BM with y = 0, x = 0 (that is, X(t) =∫ t

0
Bsds), one has K(s, t) = cov

( ∫ s

0
Budu,

∫ t

0
Budu

)
= s2

6 (3t − s) (see e.g. [39], pg. 654 or [23],
pg. 105), and so the above condition does not hold. On the other hand, the two-dimensional

process
( ∫ s

0
Budu,

∫ t

0
Budu

)
has not the same joint distribution as

( �B(�ρ(s)), �B(�ρ(t))), because
cov

( �B(�ρ(s)), �B(�ρ(t))) = E[ �B(�ρ(s))· �B(�ρ(t))] = �ρ(s) = s3/3, for s ≤ t (see Example 1 below), which
is different from K(s, t). However, the process (X,B) is Markov, and the marginal distributions of

the random vector
(
X(s), X(t)

)
are equal to the distributions of �B(�ρ(s)) and �B(�ρ(t)), respectively;

this is enough for the FPT problems we aim to investigate.
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dates back to the beginning of the twentieth century (see [24]), in modeling a harmonic oscillator
excited by a Gaussian white noise (see [25] and references therein).
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0
Y (s)ds has interesting applications in Biology, in the framework of diffusion

models for neural activity; if one identifies Y (t) with the neuron voltage at time t, then 1
t

∫ t

0
Y (s)ds

represents the time average of the neural voltage in the interval [0, t]. Moreover, integrated Brow-
nian motion arises naturally in stochastic models for particle sedimentation in fluids (see [22]).
Another application can be found in Queueing Theory, if Y (t) represents the length of a queue

at time t; then
∫ t

0
Y (s)ds represents the cumulative waiting time experienced by all the “users”

till the time t. Furthermore, as an application in Economy, one can suppose that Y (t) represents
the rate of change of a commodity’s price, i.e. the current inflation rate; hence, the price of the
commodity at time t is X(t) = X(0) +

∫ t

0
Y (s)ds. Finally, integrated diffusions also play an im-

portant role in connection with the so-called realized stochastic volatility in Finance (see e.g. [8],
[17], [20]).

FPT problems of integrated BM (namely, when Y (t) = Bt) through one or two boundaries,
attracted the interest of a lot of authors (see e.g. [10], [18], [22], [26], [27], [29], [35] for single
boundary, and [25], [32], [33] for double boundary); the FPT of integrated Ornstein-Uhlenbeck
process was studied in [10], [30]. Motivated by these works, our aim is to extend to integrated
Gauss-Markov processes the literature’s results concerning FPT of integrated BM.

Let m(t), h1(t), h2(t) be C1-functions of t ≥ 0, such that h2(t) ̸= 0 and ρ(t) = h1(t)/h2(t) is
a non-negative and monotonically increasing function, with ρ(0) = 0.

If B(t) = Bt denotes standard Brownian motion (BM), then

(1.1) Y (t) = m(t) + h2(t)B(ρ(t)), t ≥ 0,
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Remark 2.3 By Theorem 2.1 the FPT problem for integrated Gauss-Markov process is reduced
to the FPT problem for another suitable Gauss-Markov process. Thus, to compute the FPT
densities involving one or two boundaries, one can use the methods (both analytical and numerical)
developed in [15] and [37] for general Gauss-Markov processes, in which the FPT densities are
obtained as solutions to non-singular second-kind Volterra integral equations.

Example 1 (integrated Brownian motion)

Let be Y (t) = y+Bt, then m(t) = y, h1(t) = t, h2(t) = 1 and ρ(t) = t. Moreover, R(t) =
∫ t

0
ds = t

and γ(t) =
∫ t

0
(t − s)2ds = t3/3. Thus, �ρ(t) = t3/3, γ(+∞) = +∞, and so there exists a BM �B

such that X(t) = x+ yt+ �B(t3/3) (see [4]).

The following three examples are taken from Section 3 of [1]; notice that the process here denoted
by Y was there indicated by X.

Example 2 (integrated OU process)
Let Y (t) be the solution of the SDE (Langevin equation):

dY (t) = −µ(Y (t)− β)dt+ σdBt, Y (0) = y,

where µ, σ > 0 and β ∈ R. The explicit solution is (see e.g. [2]):

(2.1) Y (t) = β + e−µt[y − β + �B(ρ(t)],

where �B is Brownian motion and ρ(t) = σ2

2µ

(
e2µt − 1

)
. Thus, Y is a Gauss-Markov process with

m(t) = β + e−µt(y − β), h1(t) = σ2

2µ (eµt − e−µt) , h2(t) = e−µt and c(s, t) = h1(s)h2(t). The

functions M(t), R(t) and γ(t) defined in the statement of Theorem 2.1 can be easily obtained
in closed form (see Example 2 of [1] for calculations and more details). Then, by Theorem 2.1,

we get that X(t) = x +
∫ t

0
Y (s)ds is normally distributed with mean x + M(t) and variance

�ρ(t) = γ(ρ(t)). Moreover, as easily seen, limt→+∞ γ(t) = +∞, so there exists a BM �B such that

X(t) = x+M(t) + �B (�ρ(t)) .

Notice that in both Example 1 and 2 it holds ρ(+∞) = +∞, so the condition γ(+∞) = +∞ is
equivalent to �ρ(+∞) = +∞.

Example 3 (integrated Brownian bridge)
For T > 0 and α, β ∈ R, let Y (t) be the solution of the SDE:

dY (t) =
β − Y (t)

T − t
dt+ dBt, 0 ≤ t ≤ T, Y (0) = y = α.

This is a transformed BM with fixed values at each end of the interval [0, T ], Y (0) = y = α and
Y (T ) = β. The explicit solution is (see e.g. [38]):

Y (t) = α (1− t/T ) + βt/T + (T − t)

∫ t

0

1

T − s
dB(s)

(2.2) = α (1− t/T ) + βt/T + (T − t) �B
(

t

T (T − t)

)
, 0 ≤ t ≤ T,

where �B is BM. So, for 0 ≤ t ≤ T, Y is a Gauss-Markov process with:

m(t) = α (1− t/T ) + βt/T, h1(t) = t/T, h2(t) = T − t, ρ(t) =
t

T (T − t)
, c(s, t) = h1(s)h2(t).

Notice that now ρ(t) is defined only in [0, T ). The functions M(t), R(t) and γ(t) defined in
the statement of Theorem 2.1 can be easily obtained in closed form (see Example 3 of [1] for
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calculations and more details). Then, by Theorem 2.1, we get thatX(t) = x+
∫ t

0
Y (s)ds is normally

distributed with mean x+M(t) and variance �ρ(t) = γ(ρ(t)). As easily seen, limt→T− ρ(t) = +∞;
moreover, by a straightforward, but boring calculation, we get that limt→T− �ρ(t) = γ1(+∞) =

+∞, so there exists a BM �B such that X(t) = x+M(t) + �B (�ρ(t)) , t ∈ [0, T ].

Example 4 (the integral of a generalized Gauss-Markov process)
Let us consider the diffusion Y (t) which is the solution of the SDE:

dY (t) = m′(t)dt+ σ(Y (t))dBt, Y (0) = y,

where σ(y) > 0 is a smooth deterministic function. In this Example, we denote by ρ(t) the

quadratic variation of Y (t), that is, ρ(t) := ⟨Y ⟩t =
∫ t

0
σ2(Y (s))ds, and suppose that ρ(+∞) = +∞;

then, it follows (see Example 4 of [1]) that Y (t) = m(t) + �B(ρ(t)), t ≥ 0 (m(0) = y), where �B
is BM; here, ρ(t) is an increasing, but not necessarily deterministic function, namely it can be
a random function. For this reason, we call Y a generalized Gauss-Markov process. By using
the arguments leading to the proof of Theorem 2.1, we conclude that, under certain conditions,
for fixed t the law of

∫ t

0
Y (s)ds, conditional to ρ(t), is normal with mean M(t) =

∫ t

0
m(s)ds and

variance �ρ(t), where �ρ(t) is increasing and bounded between two certain deterministic functions
(see [1] for more details).

In the sequel, we suppose that all the assumptions of Theorem 2.1 hold, and γ(+∞) = +∞; we
limit ourselves to consider the special case when m(t) is a constant (that is, m(t) ≡ Y (0) = y, ∀t),
thus Y (t) = y+h2(t)B(ρ(t)) and X(t) = x+yt+

∫ t

0
h2(s)B(ρ(s))ds. Our aim is to investigate the

FPT problem of X, for one or two boundaries. One approach to the FPT problem of X consists
in considering the two-dimensional process (X(t), Y (t)) given by:

{
X(t) = x+

∫ t

0
Y (s)ds

Y (t) = y + h2(t)B(ρ(t))dt ,

or, in differential form:

{
dX(t) = Y (t)dt

dY (t) = h′
2(t)B(ρ(t))dt+ h2(t)

√
ρ′(t)dBt ,

and to study the associated Kolmogorov’s equations.
Many authors (see e.g. [19], [25], [26], [27], [29]) followed this way in the case of integrated BM,
namely for Y (t) = y + Bt . In fact, for τ = τa or τ = τa,b, the law of the couple (τ(x, y), Bτ(x,y))
was investigated. Let us denote by G the generator of (X,B), that is:

Gf(x, y) =
∂f

∂x
· y + 1

2

∂2f

∂y2
, f ∈ C2;

if one considers, for instance, the one boundary case, then the Laplace transform of(
τa(x, y), Bτa(x,y)

)
, defined for x ≤ a, y ∈ R, by u(λ, ν) := E

[
exp

(
−λτa(x, y)− νBτa(x,y)

)]
(λ, ν ≥ 0), is the solution of the problem with boundary conditions:

(2.3)




Gu(x, y) = λu(x, y), x ≤ a, y ∈ R
u(a−, y) = e−νy, y ≥ 0

u(a+, y) = eνy, y < 0

(see e.g. [27], Lemma 3, or ref. [4], [5], [7], therein). Moreover, for n = 1, 2, . . . the nth order
moments Tn(x, y) = E(τna (x, y)) are solutions to the equations GTn = −nTn−1 (T0 ≡ 1), subjected
to certain boundary conditions; however, these boundary value problems are not well-posed (see
[22], where some numerical methods to estimate Tn were also considered).

Notice that, in the case of integrated BM, explicit, rather complicated formulae for the joint
distribution of

(
τa(x, y), Bτa(x,y)

)
(and therefore for the density of τa(x, y)) were found in [18],
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Y (t) can be modeled by a diffusion. Thus, particle position turns out to be the integral of Y (t),
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FPT of integrated Y (t). This kind of investigation is complicated by the fact that the integral
of a Markov process such as Y (t), is no longer Markovian; however, the two-dimensional process

Y(t) =
(∫ t

0
Y (s)ds, Y (t)

)
is Markovian, so the FPT of integrated Y (t) can be studied by using

Kolmogorov’s equations approach. The first apparition in the literature of Y(t), with Y (t) = Bt ,
dates back to the beginning of the twentieth century (see [24]), in modeling a harmonic oscillator
excited by a Gaussian white noise (see [25] and references therein).

The study of
∫ t

0
Y (s)ds has interesting applications in Biology, in the framework of diffusion

models for neural activity; if one identifies Y (t) with the neuron voltage at time t, then 1
t

∫ t

0
Y (s)ds

represents the time average of the neural voltage in the interval [0, t]. Moreover, integrated Brow-
nian motion arises naturally in stochastic models for particle sedimentation in fluids (see [22]).
Another application can be found in Queueing Theory, if Y (t) represents the length of a queue

at time t; then
∫ t

0
Y (s)ds represents the cumulative waiting time experienced by all the “users”

till the time t. Furthermore, as an application in Economy, one can suppose that Y (t) represents
the rate of change of a commodity’s price, i.e. the current inflation rate; hence, the price of the
commodity at time t is X(t) = X(0) +

∫ t

0
Y (s)ds. Finally, integrated diffusions also play an im-

portant role in connection with the so-called realized stochastic volatility in Finance (see e.g. [8],
[17], [20]).

FPT problems of integrated BM (namely, when Y (t) = Bt) through one or two boundaries,
attracted the interest of a lot of authors (see e.g. [10], [18], [22], [26], [27], [29], [35] for single
boundary, and [25], [32], [33] for double boundary); the FPT of integrated Ornstein-Uhlenbeck
process was studied in [10], [30]. Motivated by these works, our aim is to extend to integrated
Gauss-Markov processes the literature’s results concerning FPT of integrated BM.

Let m(t), h1(t), h2(t) be C1-functions of t ≥ 0, such that h2(t) ̸= 0 and ρ(t) = h1(t)/h2(t) is
a non-negative and monotonically increasing function, with ρ(0) = 0.

If B(t) = Bt denotes standard Brownian motion (BM), then

(1.1) Y (t) = m(t) + h2(t)B(ρ(t)), t ≥ 0,
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[26], [35]). In order to avoid not convenient formulae, we propose an alternative approach, based
on the representation of the integrated process X as a Gauss-Markov process, with respect to the
BM B̂ (see Theorem 2.1); this way works very simply, almost in the case when y = 0. Thus, in the
following, we suppose that Y (t) = y + h2(t)B(ρ(t)) and γ(+∞) = +∞, so the integrated process

is of the form X(t) = x + yt + B̂(ρ̂(t)), where ρ̂(t) = γ(ρ(t)) and B̂ is a suitable BM. Notice
however, that the integrated OU process and the integrated Brownian bridge belong to this class
only if y = β, and α = β = y, respectively; this easily follows from the explicit expressions of M(t)
given in Examples 2 and 3 in [1].

3 FPT through one boundary Under the previous assumptions, let a be a fixed constant
boundary; for x < a and y ∈ R, the FPT of X through a can be written as follows:

(3.1) τa(x, y) = inf{t > 0 : x+ yt+ B̂(ρ̂(t)) = a}.

Thus, if we set τ̂a(x, y) = ρ̂(τa(x, y)), we get:

(3.2) τ̂a(x, y) = inf{t > 0 : B̂t = h(t)},

where h(t) = a − x − yρ̂ −1(t), and so we reduce to consider the FPT of BM through a curved
boundary. Since, for x < a and y ≥ 0 the function h(t) is not increasing, we are able to conclude

that τa(x, y) is finite with probability one, if y ≥ 0. In fact, as it is well-known, the FPT of BM B̂t

through the constant barrier h(0) = a− x, say τ̄(x), is finite with probability one; then, if y ≥ 0,
from h(t) ≤ h(0) we get that τ̂a(x, y) ≤ τ̄(x) and therefore also τ̂a(x, y) is finite with probability
one. Finally, if y ≥ 0, we obtain that P (τa(x, y) < +∞) = 1, because τa(x, y) = ρ̂−1(τ̂a(x, y)) ≤
ρ̂−1(τ̄a(x)). Note, however, that this argument does not work for y < 0.
A more difficult problem is to find the distribution of τ̂a(x, y), and then that of τa(x, y). However,
if h(t) is either convex or concave, then lower and upper bounds to the distribution of τ̂a(x, y) can
be obtained by considering a “polygonal approximation” of h(t) by means of a piecewise-linear
function (see e.g. [3], [6]), but in general, it is not possible to find the distribution of τ̂a(x, y)
exactly.

Remark 3.1 Actually, it is possible to find explicitly the density of the FPT of X through certain
moving boundaries, by using results on the FPT-density of BM (see [7], [9], [11], [13], [14], [21],

[40], [41]). Let v(t), t ≥ 0, be a curved boundary for which the FPT-density f̂v(t|x) of BM
through v, when starting from x < v(0), is explicitly known; if S(t) = v(ρ̂(t)) + yt, one can easily
find the density of the FPT of X through S, with the condition that x < S(0) = v(0). In fact,
if τS(x, y) = inf{t > 0 : X(t) = S(t)|X(0) = x, Y (0) = y}, one gets τS(x, y) = inf{t > 0 :

x+ ty + B̂(ρ̂(t)) = S(t)}; then, τ̂v(x, y) := ρ̂(τS(x, y)) = inf{t > 0 : x+ B̂(t) = v(t)} has density

f̂v and so the density of τS(x, y) turns out to be

(3.3) fS(t|x) = f̂v(ρ̂(t)|x)ρ̂′(t).

For instance, if X is integrated BM (ρ̂(t) = t3/3), and we consider the cubic boundary S(t) =
a+ ty+ bt3 (a > 0, b < 0), it results S(t) = v(ρ̂(t)) + yt, with v(t) = a+3bt and so, for x < a we
reduce to consider the FPT of BM starting from x through the linear boundary a+3bt. Since this
has the inverse Gaussian density i.e. a−x√

2π t3/2
e−(3bt+a−x)2/2t (see e.g. [6]), the density of τS(x, y)

can be easily recovered from (3.3).

Formula (3.2), with y = 0, allows to find the density of τa(x, 0) in closed form; in fact, τ̂a(x, 0)

is the FPT of BM B̂ through the level a− x > 0, and so its density is:

(3.4) f̂a(t|x) :=
d

dt
P (τ̂a(x, 0) ≤ t) =

a− x√
2π t3/2

e−(a−x)2/2t,

from which the density of τa(x, 0) = ρ̂−1(τ̂a(x, 0) follows:

(3.5) fa(t|x) :=
d

dt
P (τa(x, 0) ≤ t) = f̂a(ρ̂(t)|x)ρ̂′(t) =

(a− x) ρ̂′(t)√
2π ρ̂(t)3/2

e−(a−x)2/2ρ̂(t).
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If X is integrated BM, we have X(t) = x+ �B(�ρ(t)), with �ρ(t) = t3/3, so we get (cf. [18]):

(3.6) fa(t|x) =
33/2(a− x)√

2π t5/2
e−3(a−x)2/2t3 .

If X is integrated OU process, the density of τa(x, 0) can be obtained by inserting in (3.5) the
function �ρ(t) deducible from Example 2, but it takes a more complex form.

Remark 3.2 Formula (3.5) implies that the nth order moment of the FPT, E(τna (x, 0)), is finite
if and only if the function tn�ρ′(t)/�ρ(t)3/2 is integrable in (0,+∞).
Now, let us suppose that there exists α > 0 such that �ρ(t) ∼ const · tα, as t → +∞; then, in order
that E(τna (x, 0)) < ∞, it must be α = 2(n+δ), for some δ > 0. For integrated BM, we have α = 3,
then for n = 1 the last condition holds with δ = 1/2, so we obtain the finiteness of E(τa(x, 0))
(notice that the mean FPT of BM through a constant barrier is instead infinite). Of course, this
is not always the case; in fact, if X is integrated OU process, we have ρ(t) ∼ const · e2µt, γ(t) ∼
const · ln(2µt/σ2), as t → +∞, and so �ρ(t) = γ(ρ(t)) ∼ const ·t, as t → +∞, namely α = 1 and the
condition above is not satisfied with n = 1; therefore E(τa(x, 0)) = +∞. Not even E((τa(x, 0))

1/2)
is finite, but E((τa(x, 0))

1/4) is so. Notice that the moments of any order of the FPT of (non
integrated) OU through a constant barrier are instead finite.

As for the second order moment of the FPT of integrated BM, instead, we obtainE
[
(τa(x, 0))

2
]
=

+∞, since the equality α = 2(n+ δ) with α = 3 and n = 2 is not satisfied, for any δ > 0.

From (3.4) we get that the nth order moment of τa(x, 0), if it exists finite, is explicitly given
by:

E [(τa(x, 0))
n] = E

[
(�ρ −1(�τa(x, 0)))n

]

(3.7) =

∫ +∞

0

(�ρ −1(t))n
a− x√
2πt3/2

e−(a−x)2/2tdt.

For instance, if X is integrated BM, one has:

E(τa(x, 0)) = E((3 �τa(x, 0))1/3) =
∫ +∞

0

(3t)1/3
a− x√
2πt3/2

e−(a−x)2/2tdt

=
31/3(a− x)√

2π

∫ +∞

0

1

t7/6
e−(a−x)2/2tdt.

By the variable’s change z = 1/t, the integral can be written as:

∫ +∞

0

1

z5/6
e−(a−x)2z/2dz =

Γ
(
1
6

)
21/6

(a− x)1/3

∫ +∞

0

(
(a− x)2

2

)1/6
1

Γ
(
1
6

)z1/6−1e−
(a−x)2

2 zdz

=
Γ
(
1
6

)
21/6

(a− x)1/3
,

where we have used that the last integral equals one, because the integrand is a Gamma density.
Thus, for integrated BM, we finally obtain:

(3.8) E(τa(x, 0)) =

(
3

2

)1/3

Γ

(
1

6

)
(a− x)2/3√

π
.

Notice that an asymptotic expression of E(τa(x, y)) for large y > 0 was obtained in [22].

3.1 Random starting point Until now we have supposed that the starting point X(0) < a
is given and fixed. We can introduce a randomness in the starting point, replacing X(0) with a
random variable x, having density g(u) whose support is the interval (−∞, a); the corresponding
FPT problem is particularly relevant in contexts such as neuronal modeling, where the reset value
of the membrane potential is usually unknown (see e.g. [28]). In fact, the quantity of interest
becomes now the unconditional FPT through the boundary a, that is, inf{t > 0 : X(t) = a|Y (0) =

Scientiae Mathematicae Japonicae 

ON THE FIRST-PASSAGE TIME OF AN INTEGRATED GAUSS-MARKOV
PROCESS

Mario Abundo

Abstract. It is considered the integrated process X(t) = x +
∫ t

0
Y (s)ds, where Y (t) is a

Gauss-Markov process starting from y. The first-passage time (FPT) of X through a constant
boundary and the first-exit time of X from an interval (a, b) are investigated, generalizing
some results on FPT of integrated Brownian motion. An essential role is played by a useful
representation ofX, which allows to reduces the FPT ofX to that of a time-changed Brownian
motion. Some explicit examples are reported; when theoretical calculation is not available,
the quantities of interest are estimated by numerical computation.

Keywords: Diffusion, Gauss-Markov process, first-passage-time
Mathematics Subject Classification: 60J60, 60H05, 60H10.

1 Introduction First-passage time (FPT) problems for integrated Markov processes arise both
in theoretical and applied Probability. For instance, in certain stochastic models for the move-
ment of a particle, its velocity, Y (t), is modeled as Ornstein-Uhlenbeck (OU) process, which is
indeed suitable to describe the velocity of a particle immersed in a fluid; as the friction parameter
approaches zero, Y (t) becomes Brownian motion Bt (BM). More generally, the particle velocity
Y (t) can be modeled by a diffusion. Thus, particle position turns out to be the integral of Y (t),
and any question about the time at which the particle first reaches a given place leads to the
FPT of integrated Y (t). This kind of investigation is complicated by the fact that the integral
of a Markov process such as Y (t), is no longer Markovian; however, the two-dimensional process

Y(t) =
(∫ t

0
Y (s)ds, Y (t)

)
is Markovian, so the FPT of integrated Y (t) can be studied by using

Kolmogorov’s equations approach. The first apparition in the literature of Y(t), with Y (t) = Bt ,
dates back to the beginning of the twentieth century (see [24]), in modeling a harmonic oscillator
excited by a Gaussian white noise (see [25] and references therein).

The study of
∫ t

0
Y (s)ds has interesting applications in Biology, in the framework of diffusion

models for neural activity; if one identifies Y (t) with the neuron voltage at time t, then 1
t

∫ t

0
Y (s)ds

represents the time average of the neural voltage in the interval [0, t]. Moreover, integrated Brow-
nian motion arises naturally in stochastic models for particle sedimentation in fluids (see [22]).
Another application can be found in Queueing Theory, if Y (t) represents the length of a queue

at time t; then
∫ t

0
Y (s)ds represents the cumulative waiting time experienced by all the “users”

till the time t. Furthermore, as an application in Economy, one can suppose that Y (t) represents
the rate of change of a commodity’s price, i.e. the current inflation rate; hence, the price of the
commodity at time t is X(t) = X(0) +

∫ t

0
Y (s)ds. Finally, integrated diffusions also play an im-

portant role in connection with the so-called realized stochastic volatility in Finance (see e.g. [8],
[17], [20]).

FPT problems of integrated BM (namely, when Y (t) = Bt) through one or two boundaries,
attracted the interest of a lot of authors (see e.g. [10], [18], [22], [26], [27], [29], [35] for single
boundary, and [25], [32], [33] for double boundary); the FPT of integrated Ornstein-Uhlenbeck
process was studied in [10], [30]. Motivated by these works, our aim is to extend to integrated
Gauss-Markov processes the literature’s results concerning FPT of integrated BM.

Let m(t), h1(t), h2(t) be C1-functions of t ≥ 0, such that h2(t) ̸= 0 and ρ(t) = h1(t)/h2(t) is
a non-negative and monotonically increasing function, with ρ(0) = 0.

If B(t) = Bt denotes standard Brownian motion (BM), then

(1.1) Y (t) = m(t) + h2(t)B(ρ(t)), t ≥ 0,
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y}. Notice that results on FPT problems for general Gauss-Markov processes in the presence of
random initial position are available in [15].
In particular, if X is integrated BM and y = 0, one gets from (3.8) that the average FPT through
the boundary a, over all initial positions x < a, is:

(3.9) T a =

∫ a

−∞
E(τa(u, 0))g(u)du =

(
3

2

)1/3 Γ
(
1
6

)
√
π

∫ a

−∞
(a− u)2/3g(u)du.

For instance, suppose that a − x has Gamma distribution with parameters α, λ > 0, namely, x
has density

g(u) =
λα

Γ(α)
e−λ(a−u)(a− u)α−1 · I(−∞,a)(u).

Then, by the change of variable z = a − u one obtains that the above integral is nothing but
E
(
Z2/3

)
, where Z is a random variable with the same distribution of a − x; then, recalling the

expressions of the moments of the Gamma distribution, one obtains E
(
Z2/3

)
=

Γ(α+ 2
3 )

λ2/3Γ(α)
. Finally,

by inserting this quantity in (3.9), it follows that:

T a =

(
3

2λ2

)1/3
√
π

·
Γ
(
1
6

)
Γ
(
α+ 2

3

)
Γ(α)

.

Remark 3.3 For y = Y (0) = 0, we have considered the FPT of X through the boundary a from
“below”, with the condition x = X(0) < a; if one considers the FPT of X through the barrier a
from “above”, with the condition X(0) > a (namely, inf{t > 0 : X(t) ≤ a|X(0) = x, Y (0) = 0}),
then in all formulae a− x has to be replaced with x− a. More generally, if one considers the first
hitting time of X to a (from above or below), a− x must be replaced by |a− x|.

4 First exit time from an interval Assume, as always, that γ(+∞) = +∞; for x ∈ (a, b)
and y ∈ R, the first-exit time of X from the interval (a, b) is:

(4.1) τa,b(x, y) = inf{t > 0 : x+ yt+ �B(�ρ(t)) /∈ (a, b)}.

Set �τa,b(x, y) = �ρ(τa,b(x, y)), then:
(4.2) �τa,b(x, y) = inf{t > 0 : x+ �Bt ≤ a− y�ρ−1(t) or x+ �Bt ≥ b− y�ρ−1(t)}.

If �τa,b(x, y) is finite with probability one, also τa,b(x, y) is so. In the sequel, we will focus on the
case when y = 0, namely we will consider τa,b(x, 0) = �ρ−1(�τa,b(x, 0)), where �τa,b(x, 0) = inf{t >
0 : x + �Bt /∈ (a, b)}; as it is well-known, �τa,b(x, 0) is finite with probability one and its moments
are solutions of Darling and Siegert’s equations (see [12]).

First, we will find sufficient conditions so that the moments of τa,b(x, 0) are finite; then, we
will carry on explicit computations of them, in the case of integrated BM.

Proposition 4.1 If �ρ is convex, then E (τa,b(x, 0)) < ∞; moreover, if there exist constants c, δ >
0, such that 0 ≤ �ρ−1(t) ≤ c · tδ, then E (τa,b(x, 0))

n
< ∞, for any integer n.

Proof. If �ρ is convex, then �ρ−1 is concave, and the finiteness of E (τa,b(x, 0)) follows by Jensen’s

inequality written for concave functions. Next, denote by �f−α,α(t|x) the density of the first-exit

time of x+ �Bt from the interval (−α, α), α > 0; we recall from [12] that the Laplace transform of
�f−α,α(t|x), namely,

∫ +∞
0

e−θt �f−α,α(t|x)dt is:

(4.3) L
[ �f−α,α

]
(θ|x) = cosh(

√
2θx)

cosh(
√
2θα)

, −α < x < α, θ ≥ 0.

By inverting this Laplace transform, one obtains (see [12]):

(4.4) �f−α,α(t|x) =
π

α2

∞∑
k=0

(−1)k
(
k +

1

2

)
cos

[(
k +

1

2

)
πx

α

]
exp

[
−
(
k +

1

2

)2
x2t

2α2

]
.
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The case of an interval (a, b), b > a, is reduced to the previous one; in fact, as easily seen, if
α = (b− a)/2 one has:

�fa,b(t|x) = �f−α,α

(
t|x− a+ b

2

)
.

Of course, the density of τa,b(x, 0) turns out to be �fa,b(�ρ(t)|x)�ρ′(t). For the sake of simplicity, we
take a = −α, b = α, α > 0; then, for x ∈ (−α, α) and an integer n :

(4.5) E [(τa,b(x, 0))
n
] = E [(τ−α,α(x, 0))

n
] = E

[(�ρ−1(�τ−α,α(x, 0)
)n]

=
∞∑
k=0

Ak(x),

where

(4.6) Ak(x) =
π

α2
(−1)k

(
k +

1

2

)
cos

((
k +

1

2

)
πx

α

)∫ +∞

0

e−(k+1/2)2π2t/2α2 (�ρ−1(t)
)n

dt.

The integral can be written as:

2α2

π2(k + 1/2)2
E
(�ρ−1(Zk)

)n
,

where Zk is a random variable with exponential density of parameter λk = (k + 1/2)2π2/2α2; so:

Ak(x) = (−1)k cos

((
k +

1

2

)
πx

α

)
2

π(k + 1/2)
E
(�ρ−1(Zk)

)n
.

Recalling that E[(Zk)
nδ] = Γ(1+nδ)

(λk)nδ , by the hypotheses we get E
(
(�ρ−1(Zk))

n
)
≤ cnE[(Zk)

nδ] =

const · Γ(1+nδ)
(k+1/2)2nδ ; thus:

|Ak(x)| ≤
const′

(k + 1/2)1+2nδ
,

from which it follows that the series
∑

k Ak(x) is absolutely convergent for every x ∈ (−α, α), and
therefore E [(τ−α,α(x, 0))

n
] < +∞. The finiteness of E [(τa,b(x, 0))

n
] in the general case is easily

obtained.
�

Remark 4.2 The condition 0 ≤ �ρ−1(t) ≤ c · tδ is satisfied e.g. for integrated BM, since �ρ−1(t) =
31/3t1/3 (see Example 1), and for integrated OU process, because from the expression of �ρ(t)
deducible from Example 2, it can be shown that c1t ≤ �ρ(t) ≤ c2t for suitable c1, c2 > 0 which
depend on µ and σ, and therefore 1

c2
t ≤ �ρ−1(t) ≤ 1

c1
t.

Now, we carry on explicit computations of E [τa,b(x, 0)] and E
[
(τa,b(x, 0))

2
]
, in the case of

integrated BM. Inserting �ρ(t) = t3/3, (�ρ−1(y) = (3y)1/3), and n = 1, 2 in (4.5), (4.6), after some
calculations we obtain:

(4.7) E [τa,b(x, 0)] =
31/327/3Γ( 43 )(b− a)2/3

π5/3

∞∑
k=0

(−1)k
1

(2k + 1)5/3
cos

[
π(2k + 1)

b− a

(
x− a+ b

2

)]
.

(4.8) E
[
(τa,b(x, 0))

2
]
=

12(b− a)4

π4

∞∑
k=0

(−1)k
1

(2k + 1)4
cos

[
π(2k + 1)

b− a

(
x− a+ b

2

)]
.

Notice that it is arduous enough to express the sums of the Fourier-like series above in terms
of elementary functions of x ∈ (a, b), and then to obtain the moments of τa,b(x, 0) in a simple
closed form; actually, by using the Kolmogorov’s equations approach, in [32], [33], it was obtained
a formula for E(τa,b(x, 0)) in terms of hypergeometric functions. This kind of difficulty does not
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1 Introduction First-passage time (FPT) problems for integrated Markov processes arise both
in theoretical and applied Probability. For instance, in certain stochastic models for the move-
ment of a particle, its velocity, Y (t), is modeled as Ornstein-Uhlenbeck (OU) process, which is
indeed suitable to describe the velocity of a particle immersed in a fluid; as the friction parameter
approaches zero, Y (t) becomes Brownian motion Bt (BM). More generally, the particle velocity
Y (t) can be modeled by a diffusion. Thus, particle position turns out to be the integral of Y (t),
and any question about the time at which the particle first reaches a given place leads to the
FPT of integrated Y (t). This kind of investigation is complicated by the fact that the integral
of a Markov process such as Y (t), is no longer Markovian; however, the two-dimensional process

Y(t) =
(∫ t

0
Y (s)ds, Y (t)

)
is Markovian, so the FPT of integrated Y (t) can be studied by using

Kolmogorov’s equations approach. The first apparition in the literature of Y(t), with Y (t) = Bt ,
dates back to the beginning of the twentieth century (see [24]), in modeling a harmonic oscillator
excited by a Gaussian white noise (see [25] and references therein).

The study of
∫ t

0
Y (s)ds has interesting applications in Biology, in the framework of diffusion

models for neural activity; if one identifies Y (t) with the neuron voltage at time t, then 1
t

∫ t

0
Y (s)ds

represents the time average of the neural voltage in the interval [0, t]. Moreover, integrated Brow-
nian motion arises naturally in stochastic models for particle sedimentation in fluids (see [22]).
Another application can be found in Queueing Theory, if Y (t) represents the length of a queue

at time t; then
∫ t

0
Y (s)ds represents the cumulative waiting time experienced by all the “users”

till the time t. Furthermore, as an application in Economy, one can suppose that Y (t) represents
the rate of change of a commodity’s price, i.e. the current inflation rate; hence, the price of the
commodity at time t is X(t) = X(0) +

∫ t

0
Y (s)ds. Finally, integrated diffusions also play an im-

portant role in connection with the so-called realized stochastic volatility in Finance (see e.g. [8],
[17], [20]).

FPT problems of integrated BM (namely, when Y (t) = Bt) through one or two boundaries,
attracted the interest of a lot of authors (see e.g. [10], [18], [22], [26], [27], [29], [35] for single
boundary, and [25], [32], [33] for double boundary); the FPT of integrated Ornstein-Uhlenbeck
process was studied in [10], [30]. Motivated by these works, our aim is to extend to integrated
Gauss-Markov processes the literature’s results concerning FPT of integrated BM.

Let m(t), h1(t), h2(t) be C1-functions of t ≥ 0, such that h2(t) ̸= 0 and ρ(t) = h1(t)/h2(t) is
a non-negative and monotonically increasing function, with ρ(0) = 0.

If B(t) = Bt denotes standard Brownian motion (BM), then

(1.1) Y (t) = m(t) + h2(t)B(ρ(t)), t ≥ 0,
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Figure 1: Plots of the mean exit time, E(τ−1,1(x, 0)), of integrated BM from the interval (−1, 1)
(lower curve), and of the function z(x) = 1.35·(1−x2)1/2 (upper curve), as functions of x ∈ (−1, 1).

arise, for instance, in the case of (non-integrated) BM; in fact, by using formula (4.5) with �ρ(t) = t
and n = 1, one obtains:

E [τ−α,α(x)] =
32α2

π3

∞∑
k=0

(−1)k
1

(2k + 1)3
cos

[
(2k + 1)

π

2α
x
]
;

on the other hand, the well-known formula for the mean first-exit time of BM from the interval
(−α, α), provides that the sum of the series must be α2 − x2.

However, (4.7) and (4.8) turn out to be very convenient to estimate the first two moments
of τa,b(x, 0) for integrated BM; in fact the two series converge fast enough, so to obtain “good”
estimates of the moments, it suffices to consider a few terms of them. As for E [τa,b(x, 0)] , it
appears to be fitted very well by the square root of a quadratic function; this was obtained by least
square interpolation implemented in MATLAB. In the Figure 1, for integrated BM, we compare
the graphs of E(τa,b(x, 0)), calculated by replacing the series in (4.7) with a finite summation over
the first 20 addends, and that of C · [(b−x)(x−a)]1/2, as functions of x ∈ (a, b), for a = −1, b = 1,
and C = 1.35; the two curves appear to be almost undistinguishable.

We have also calculated the second order moment of the first-exit time of integrated BM, by

summing the first 20 addends of the series in (4.8). In the Figure 2, we plot E
[
(τa,b(x, 0))

2
]
,

E2 [τa,b(x, 0)] and the variance V ar [τa,b(x, 0)] , as a function of x ∈ (−1, 1), for a = −1, b = 1; as
we see, the maximum of V ar [τa,b(x, 0)] is about 10% times the maximum of E(τ−1,1(x, 0)).

4.1 Random starting point As in the one boundary case, if we introduce a randomness in the
starting point, replacingX(0) ∈ (a, b) with a random variable x, having density g(u) whose support
is the interval (a, b), we can consider the average exit time over all initial positions x ∈ (a, b). If
y = 0, this quantity is:

T a,b =

∫ b

a

E(τa,b(u, 0))g(u)du.

Notice that results on first-exit times for general Gauss-Markov processes, in the presence of
random initial position, are available in [37].

In the case of integrated BM, T a,b can be calculated by using the expression of E(τa,b(x, 0)) given
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Figure 2: From top to bottom: plot of the second moment (first curve), the square of the first
moment (second curve), and the variance of the first-exit time τ−1,1(x, 0) (third curve) of integrated
BM from the interval (−1, 1), as functions of x ∈ (−1.1).

by (4.7). We obtain:
(4.9)

T a,b =
31/327/3Γ( 43 )(b− a)2/3

π5/3

∞∑
k=0

(−1)k
1

(2k + 1)5/3

∫ b

a

cos

[
π(2k + 1)

b− a

(
u− a+ b

2

)]
g(u)du

(it has been possible to exchange the integral of the sum with the sum of the integrals, thanks to
the dominated convergence theorem); the integral in (4.9) equals E(Uk), where

Uk = cos
[
π(2k+1)

b−a

(
η − a+b

2

)]
≤ 1. Therefore:

(4.10) T a,b =
31/327/3Γ( 43 )(b− a)2/3

π5/3

∞∑
k=0

(−1)k
1

(2k + 1)5/3
E(Uk).

In the special case when g is the uniform density in the interval (a, b), we get by calculation:

T a,b =
31/327/3Γ( 43 )(b− a)2/3

π5/3

∞∑
k=0

(−1)k
1

(2k + 1)5/3

∫ b

a

cos

[
π(2k + 1)

b− a

(
x− a+ b

2

)]
1

b− a
dx

(4.11) =
31/3210/3Γ( 43 )(b− a)2/3

π8/3

∞∑
k=0

1

(2k + 1)8/3
.

Thus, T a,b = const · (b − a)2/3. This confirms the result by Masoliver and Porrà (see [32], [33]),
obtained by the Kolmogorov’s equations approach in the case of integrated BM, with y = 0 and
uniform distribution of the X− starting point, according to which, the dependence of T a,b on the
size L = (b− a) of the interval, is L2/3.

As far as integrated OU process is concerned, the moments of τa,b(x, 0) can be found again by
formula (4.5), where �ρ(t) can be deduced from Example 2; however, it is not possible to calculate
explicitly the integral which appears in the expression of Ak(x), so it has to be numerically
computed. Since the integrand function decreases exponentially fast, it suffices to calculate the
integral over the interval (0, 10), to obtain precise enough estimates. In the Figure 3 we have
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1 Introduction First-passage time (FPT) problems for integrated Markov processes arise both
in theoretical and applied Probability. For instance, in certain stochastic models for the move-
ment of a particle, its velocity, Y (t), is modeled as Ornstein-Uhlenbeck (OU) process, which is
indeed suitable to describe the velocity of a particle immersed in a fluid; as the friction parameter
approaches zero, Y (t) becomes Brownian motion Bt (BM). More generally, the particle velocity
Y (t) can be modeled by a diffusion. Thus, particle position turns out to be the integral of Y (t),
and any question about the time at which the particle first reaches a given place leads to the
FPT of integrated Y (t). This kind of investigation is complicated by the fact that the integral
of a Markov process such as Y (t), is no longer Markovian; however, the two-dimensional process

Y(t) =
(∫ t

0
Y (s)ds, Y (t)

)
is Markovian, so the FPT of integrated Y (t) can be studied by using

Kolmogorov’s equations approach. The first apparition in the literature of Y(t), with Y (t) = Bt ,
dates back to the beginning of the twentieth century (see [24]), in modeling a harmonic oscillator
excited by a Gaussian white noise (see [25] and references therein).

The study of
∫ t

0
Y (s)ds has interesting applications in Biology, in the framework of diffusion

models for neural activity; if one identifies Y (t) with the neuron voltage at time t, then 1
t

∫ t

0
Y (s)ds

represents the time average of the neural voltage in the interval [0, t]. Moreover, integrated Brow-
nian motion arises naturally in stochastic models for particle sedimentation in fluids (see [22]).
Another application can be found in Queueing Theory, if Y (t) represents the length of a queue

at time t; then
∫ t

0
Y (s)ds represents the cumulative waiting time experienced by all the “users”

till the time t. Furthermore, as an application in Economy, one can suppose that Y (t) represents
the rate of change of a commodity’s price, i.e. the current inflation rate; hence, the price of the
commodity at time t is X(t) = X(0) +

∫ t

0
Y (s)ds. Finally, integrated diffusions also play an im-

portant role in connection with the so-called realized stochastic volatility in Finance (see e.g. [8],
[17], [20]).

FPT problems of integrated BM (namely, when Y (t) = Bt) through one or two boundaries,
attracted the interest of a lot of authors (see e.g. [10], [18], [22], [26], [27], [29], [35] for single
boundary, and [25], [32], [33] for double boundary); the FPT of integrated Ornstein-Uhlenbeck
process was studied in [10], [30]. Motivated by these works, our aim is to extend to integrated
Gauss-Markov processes the literature’s results concerning FPT of integrated BM.

Let m(t), h1(t), h2(t) be C1-functions of t ≥ 0, such that h2(t) ̸= 0 and ρ(t) = h1(t)/h2(t) is
a non-negative and monotonically increasing function, with ρ(0) = 0.

If B(t) = Bt denotes standard Brownian motion (BM), then

(1.1) Y (t) = m(t) + h2(t)B(ρ(t)), t ≥ 0,
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Figure 3: Plot of numerical evaluation of the mean exit time, E (τ−1,1(x, 0)) , of integrated OU
with β = y = 0, from the interval (−1, 1), as a function of x ∈ (−1, 1), for σ = 1 and several
values of µ. From top to bottom, with respect to the peak of the curve: µ = 2; 1.8; 1.6; 1.4; 1.2; 1.

plotted, for comparison, the numerical evaluation of the mean exit time of integrated OU process
with y = β = 0, from the interval (−1, 1), as a function of x ∈ (−1, 1), for σ = 1 and several values

of µ; in the Figure 4 we have plotted the numerical evaluation of E
[
(τ−1,1(x, 0))

2
]
, E2 [τ−1,1(x, 0)]

and the variance V ar [τ−1,1(x, 0)] of the first exit time of integrated OU process, for σ = 1
and µ = 1. As we see, the maximum of V ar [τ−1,1(x, 0)] is about 5% times the maximum of
E (τ−1,1(x, 0)) .

Finally, we mention the exit probabilities of the integrated Gauss-Markov process X through
the ends of the interval (a, b), namely:

πa(x, y) = P (τa(x, y) < τb(x, y)) = P (X(τa,b(x, y)) = a) ,

and
πb(x, y) = P (τb(x, y) < τa(x, y)) = P (X(τa,b(x, y)) = b) .

Recalling the well-known formulae for exit probabilities of BM, we get, for y = 0 and x ∈ (a, b) :

πa(x, 0) = P
(
x+ �B(�τa,b(x, 0)) = a

)
=

b− x

b− a
, πb(x, 0) = P

(
x+ �B(�τa,b(x, 0)) = b

)
=

x− a

b− a
.

Notice that, in the case of integrated BM, several probability laws related to the couple
(
τa,b, Bτa,b

)
were evaluated in [25] (in particular, explicit formulae for πa(x, 0) and πb(x, 0) were obtained),
but they are written in terms of special functions.
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Figure 4: From top to bottom: plot of the second moment (first curve), the square of the first
moment (second curve), and the variance of the first-exit time τ−1,1(x, 0) (third curve) of integrated
OU with y = β = 0, from the interval (−1, 1), as a function of x ∈ (−1, 1), for σ = 1, µ = 1.
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him/her to begin the process of refereeing. (Authors need not send their papers to 
the editor they choose.) 
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(3) Reviewing Process 
a. The editor who receives, from the editorial office, the PDF file and the request 

of starting the reviewing process, he/she will find an appropriate referee for 
the paper.   

b. The referee sends a report to the editor.  When revision of the paper is 
necessary, the editor informs the author of the referee’s opinion. 

c. Based on the referee report, the editor sends his/her decision (acceptance of 
rejection) to the editorial office. 

 
(4) a. Managing Editor of the SCMJ makes the final decision to the paper valuing the  

editor’s decision, and informs it to the author. 
b. When the paper is accepted, we ask the author to send us a source file and 

a PDF file of the final manuscript.  
c. The publication charges for the ISMS members are free if the membership dues 

have been paid without delay. If the authors of the accepted papers are not the 
ISMS members, they should become ISMS members and pay ¥6,000 (US$75, 
Euro55) as the membership dues for a year, or should just pay the same 
amount without becoming the members. 

 
 
 
 

Items required in Submission Form 
1. Editor’s name who the authors wish will take in charge of the paper 
2. Title of the paper 
3. Authors’ names 
3’.  3. in Japanese for Japanese authors 
4. Corresponding author’s name and postal address (affiliation) 
4’.  4. in Japanese for Japanese authors 
5. ISMS membership number 
6. E-mail address   
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Call for ISMS Members 
 

Call for Academic and Institutional Members 
 

Discounted subscription price: When organizations become the Academic and Institutional 
Members of the ISMS, they can subscribe our journal Scientiae Mathematicae Japonicae at the 
yearly price of US$225.  At this price, they can add the subscription of the online version upon 
their request.    

 
Invitation of two associate members: We would like to invite two persons from the 

organizations to the associate members with no membership fees. The two persons will enjoy 
almost the same privileges as the individual members.  Although the associate members 
cannot have their own ID Name and Password to read the online version of SCMJ, they can 
read the online version of SCMJ at their organization. 

 
To apply for the Academic and Institutional Member of the ISMS, please use the following 

application form. 
 
----------------------------------------------------------------------------------------------------------- 
 

Application for Academic and Institutional Member of ISMS 
Subscription of SCMJ 

Check one of the two. 

 

□Print               □Print ＋ Online 

(US$225)                 (US$225) 

University (Institution) 

 

 

Department 

 

 

Postal Address 

where SCMJ should be 

sent 

 

E-mail address 

 

 

Person in charge 

Name: 

Signature: 

 

Payment 

Check one of the two. 
□Bank transfer        □Credit Card (Visa, Master) 

Name of Associate Membership 

1.  

 

2.  
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Call for Individual Members 

 
We call for individual members.  The privileges to them and the membership dues are shown 

in “Join ISMS !” on the inside of the back cover. 
 

 
 Items required in Membership Application Form 
   

1. Name 
2. Birth date 
3. Academic background 
4. Affiliation 
5. 4’s address 
6. Doctorate 
7. Contact address 
8. E-mail address 
9. Special fields 
10. Membership category (See Table 1 in “Join ISMS !”) 
 

Individual Membership Application Form 
 
1. Name 
 

 

 
2. Birth date 
 

 

3. 
Academic background 
 

 

 
4. Affiliation 
 

 

 
5. 4’s address 
 
 

 

 
6. Doctorate 
 

 

 
7. Contact address 
 
 

 

  
8.  E-mail address 
 

 

 
9.  Special fields 
 

 

10.  
Membership 

    category 
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Contributions (Gift to the ISMS) 
We deeply appreciate your generous contributions to support the activities of our 

society. 
The donation are used (1) to make medals for the new prizes (Kitagawa Prize, 
Kunugi Prize, and ISMS Prize),  (2) to support the IVMS at Osaka University 
Nakanoshima Center, and (3) for a special fund designated by the contributors. 
 
Your remittance to the following accounts of ours will be very much appreciated. 

 
(1)  Through a post office, remit to our giro account ( in Yen only ): 

         No. 00930-1-11872, Japanese Association of Mathematical Sciences (JAMS ) 
   or send International Postal Money Order (in US Dollar or in Yen) to our 

address: 
       International Society for Mathematical Sciences 

         2-1-18 Minami Hanadaguchi, Sakai-ku, Sakai, Osaka 590-0075, Japan 
 
(2)   A/C 94103518, ISMS 

CITIBANK, Japan Ltd., Shinsaibashi Branch 
           Midosuji Diamond Building 
           2-1-2 Nishi Shinsaibashi, Chuo-ku, Osaka 542-0086, Japan 
 

 
 

******************************************************************************** 
Payment Instructions: 

Payment can be made through a post office or a bank, or by credit card. Members may 
choose the most convenient way of remittance. Please note that we do not accept payment by 
bank drafts (checks). For more information, please refer to an invoice. 
 

Methods of Overseas Payment: 
Payment can be made through (1) a post office, (2) a bank, (3) by credit card, or (4) 
UNESCO Coupons.  

Authors or members may choose the most convenient way of remittance as are shown below. 
Please note that we do not accept payment by bank drafts (checks). 
(1) Remittance through a post office to our giro account No. 00930-1-11872 or send 
International Postal Money Order to our postal address (2) Remittance through a 
bank to our account No. 94103518 at Shinsaibashi Branch of CITIBANK (3) Payment 
by credit cards (AMEX, VISA, MASTER or NICOS), or (4) Payment by UNESCO 
Coupons. 
 

Methods of Domestic Payment: 
Make remittance to: 

(1) Post Office Transfer Account - 00930-3-73982 or  
(2) Account No.7726251 at Sakai Branch, SUMITOMO MITSUI BANKING 
CORPORATION, Sakai, Osaka, Japan. 
All of the correspondences concerning subscriptions, back numbers, individual and 
institutional memberships, should be addressed to the Publications Department, 
International Society for Mathematical Sciences. 
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Join ISMS ! 
ISMS Publications: We published Mathematica Japonica (M.J.) in print, 

which was first published in 1948 and has gained an international reputation in 
about sixty years, and its offshoot Scientiae Mathematicae (SCM) both online 
and in print. In January 2001, the two publications were unified and changed to 
Scientiae Mathematicae Japonicae (SCMJ), which is the “21st Century New 
Unified Series of Mathematica Japonica and Scientiae Mathematicae” and 
published both online and in print.  Ahead of this, the online version of SCMJ 
was first published in September 2000.  The whole number of SCMJ exceeds 270, 
which is the largest amount in the publications of mathematical sciences in 
Japan. The features of SCMJ are: 
1) About 80 eminent professors and researchers of not only Japan but also 20 

foreign countries join the Editorial Board. The accepted papers are 
published both online and in print. SCMJ is reviewed by Mathematical 
Review and Zentralblatt from cover to cover. 

2) SCMJ is distributed to many libraries of the world. The papers in SCMJ 
are introduced to the relevant research groups for the positive exchanges 
between researchers. 

3) ISMS Annual Meeting: Many researchers of ISMS members and 
non-members gather and take time to make presentations and discussions 
in their research groups every year. 

 
The privileges to the individual ISMS Members:  
(1) No publication charges 
(2) Free access (including printing out) to the online version of SCMJ 

 (3) Free copy of each printed issue  
 
The privileges to the Institutional Members:  
Two associate members can be registered, free of charge, from an institution.  

 
 
Table 1: Membership Dues for 2013 
Categories Domestic Overseas Developing 

countries 
1-year Regular 
member 

     ￥6,000  US$75 ,  €55 US$45,  €33 
 

1-year Student 
member 

     ￥4,000 US$50,  €37 US$30,  €22 
Life member* Calculated  

as below* 
       NA    NA 

 
Honorary member     Free        Free    Free 

 
 
* Regular member between 63 - 73 years old can apply the category. 
   (73－age ) × ¥3,000 
Regular member over 73 years old can maintain the qualification and the 
privileges of the ISMS members, if they wish. 
 
Categories of 3-year members were abolished. 
  
 

INTERNATIONAL SOCIETY FOR MATHEMATICAL SCIENCES
Scientiae Mathematicae Japonicae, Notices from the ISMS

The International Society for Mathematical Sciences (ISMS) is an international soci-
ety consisting of mathematical scientists throughout the world.

The main activities of the ISMS are to publish (1) the (print and online) journal
Scientiae Mathematicae Japonicae (SCMJ) and (2) Notices from the ISMS and to
hold assembly meeetings in Japan and international internet meetings (distance
symposium) of mathematical sciences (IVMS) accessible from all over the world.

SCMJ is the 21st Century New Unified Series of Mathematica Japonica (MJ) and
Scientiae Mathematicae (SCM). MJ was first published in 1948 and was one of the
oldest mathematical journals in Japan. SCM was an online and print journal started in
1998 in celebration of the semi-centurial anniversary and received 26000 visits per month
from 50 countries in the world. SCMJ contains original papers in mathematical sciences
submitted from all over the world and receives 38000 visits per month now. Not only
papers in pure and applied mathematics but those devoted to mathematical statistics,
operations research, informatics, computer science, biomathematics, mathematical eco-
nomics and other mathematical sciences are also welcome. The journal is published in
January, March, May, July, September, and November in each calendar year.

The ISMS has enhanced the journal, begining from July 1995, by including excel-
lent Research-Expository papers in the section “International Plaza for Mathematical
Sciences ” as well as original research papers. The section provides papers dealing with
broad overviews of contemporary mathmatical sciences, written by experts mainly at
our invitation. Papers shedding lights on open problems or new directions or new break-
throughs for future research are especially welcome.

As is shown in the Editorial Board of SCMJ, we have invited many distin-
guished professors of 20 countries as editors, who will receive and referee the papers
of their special fields with their high standard.

Beginning from 2007, we make the online version of SCMJ more readable and conve-
nient to the readers by adding the specialized contents. By this, the readers can access
to the online version, in which the papers appear in the order of acceptance, from (i)
the contents of the printed version, and (ii) the specialized contents of a volume. From
2007, the subscription fee of the printed version plus the online version of SCMJ becomes
lower and the same of the printed version only. Therefore, the subscribers of the printed
version can read the online version without no additional cost.

For benefit of the ISMS members, we publish ”Notices from the ISMS” 6 times a year.
We are enhancing it by adding interesting articles, including book reviewing, written by
eminent professors.

The ISMS has set up a videoconferencing system (IVMS) which can connect up
to twenty sites of a reserch group in the same or different countries in the world.
Using this system, speakers of the session can write on a white board or an OHP sheet
or use PowerPoint. On the other hand participants can ask questions or make comments
from any connected site in the world. All these are performed similarly to the traditional
meetings.

To connect with our system, you can use your own videoconferencing system only if
it satisfies the International Telecommunication Union-Technical Committee Standards
(ITU-T Standard).

Copyright Transfer Agreement

A copyright transfer agreement is required before a paper is published in this journal.
By submitting a paper to this journal, authors are regarded to certify that the manuscript
has not been submitted to nor is it under consideration for publication by another journal,
conference proceedings or similar publication.

For more information, please visit http://www.jams.or.jp.

Copyright Copyright c©2014 by International Society for Mathematical Sciences.
All rights reserved.

Categories Domestic Overseas Developing 
countries

1-year� Regular
member ￥8,000  US$80 ，Euro75  US$50， Euro47

1-year� Students 
member ￥4,000  US$50 ，Euro47  US$30 ，Euro28

Life member* Calculated
as below*  US$750 ，Euro710  US$440， Euro416

Honorary member Free Free Free

Membership Dues for ２０１５

　(Regarding submitted papers,we apply above presented new fee after April 15 in 
2015 on registoration date.) * Regular member between 63 - 73 years old can apply 
the category.
(73－age ) × ￥3,000
Regular member over 73 years old can maintain the qualification and the privileges 
of the ISMS members, if they wish.

Categories of 3-year members were abolished.
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