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OPTIMAL FEEDBACK CONTROLS FOR KELLER{SEGEL EQUATIONS

Sang-Uk Ryu and Atsushi Yagi
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Abstract. We continue the optimal control problem governed by the Keller-Segel equations.

In the previous paper [16], we have proved existence of the optimal controls and the �rst order

necessary condition. Here we will show that the optimal controls satisfy the feedback law

expressed by the value function and the value function is a solution to the Hamilton-Jacobi

equation in a weak sense.

1. Introduction

This paper is concerned with the optimal feedback control for the following problem:

(P) Minimize
u

J(u)

with the cost functional J(u) of the form

J(u) =
1

2

Z T

0

ky(u)� ydk
2
L2(
)dt+ 


Z T

0

ku(t)k2Edt; u(t) 2 L
2(0; T ;E);

where y = y(u) is governed by the Keller-Segel equations

(K{S)

8>>>>>>>><>>>>>>>>:

@y

@t
= a�y � brfyr�g in 
� (0; T ];

@�

@t
= d��+ fy � g�+ �u in 
� (0; T ];

@y

@n
=
@�

@n
= 0 on @
� (0; T ];

y(x; 0) = y0(x); �(x; 0) = �0(x) in 
:

Here, 
 is a bounded region in R2 of C3 class. a; b; d; f; g > 0 are given positive numbers

and 
; � � 0 are given non negative numbers. u(t) � 0 is a control function in some bounded

convex subset Ead of E = H1+"(
), 0 < " < 1
2
. n = n(x) is the outer normal vector at a

boundary point x 2 @
 and @

@n
denotes di�erentiation along a vector n. y0(x); �0(x) � 0

are non negative initial functions in L2(
) and in H1+"(
), respectively. y; � are unknown

functions of the Cauchy problem (K{S).

The Keller-Segel equations were introduced in [11] to describe the aggregation process

of the cellular slime mold by the chemical attraction. y = y(x; t) denotes the concentration

of amoebae in 
 at the time t, and � = �(x; t) the concentration of chemical substance in
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 at the time t. The chemotactic term �br � fyr�g indicates that the cells are sensitive

to chemicals and are attracted by them, and the production term fy indicates that the

chemical substance is itself emitted by cells. (K{S) is then a strongly coupled reaction

di�usion system.

Several authors have already been interested in the equations, the existence and unique-

ness of solution and the asymptotic behavior of solution were studied by them in the case

when (K{S) has no control term, u � 0 (see e.g. [10, 15, 19]). In the previous paper [16] of

the present authors, we have already shown the existence and uniqueness of non negative

local weak solutions by using the Galerkin method and the classical compact method (see

[12, Chap. 1] and [7, Chap. III]), and have studied the existence of optimal controls and

the necessary conditions of optimality for (P) with a suÆciently small T > 0.

Aggregation of cellular slime mold is known as a model of the self-organization by cell in-

teraction mediated by the chemical substance called cAMP. In this paper, we are concerned

with the question of whether the optimal control at the time t can be determined by the

concentration of amoebae and the concentration of cAMP at the same time t or not. For

simplicity we shall show that the optimal control is a feedback optimal control expressed

by the value function and the value function is a solution to the Hamilton-Jacobi equation

(H-J equation).

According to the classical Hamilton-Jacobi theory, if the value function is smooth, then

it is a solution of the H-J equation, see e.g. [8, 13]. In general, however, this is not the case

and therefore the value function can not satisfy the H-J equation in the classical sense. In

the control theory, several devices have been developed to overcome this diÆculty, see [1, 2,

3, 5, 6]. In this paper, we will follow the method developed in Barbu [1] (see [2]) in which

semilinear equations of monotone type were dealt. Although (K{S) contains an unbounded

non-monotone term, the present work may also be considered as a generalization of [1].

This paper is organized as follows. In section 3, we recall some known results on local so-

lutions of (K{S) together with their regularity properties. Section 4 is devoted to presenting

a pointwise necessary condition for optimality. In Section 5, it is proved that every optimal

control u for the problem (P) is a feedback optimal control. Furthermore, it is shown that

the value function is a solution of the H-J equation in a certain weak sense.

Notations. N and R denote the sets of natural numbers and real numbers respectively,

and R+ = fx 2 R;x � 0g. For a region 
 � R
2 , the usual Lp space of real valued functions

in 
 is denoted by Lp(
), 1 � p � 1. The real Sobolev space in 
 with an exponent s � 0

is denoted by Hs(
). C(
) denotes the space of continuous functions on 
. Let I be an

interval in R. Lp(I ;H), 1 � p � 1, denotes the Lp space of measurable functions in I with

values in a Hilber space H. C(I ;H) denotes the space of continuous functions in I with

values in H. For simplicity, we shall use a universal constant C to denote various constants

which are determined in each occurrence in a speci�c way by 
; a; b; d; f; g; "; �; Æ;M , and

so forth. In a case when C depends also on some parameter, say �, it will be denoted by

C�.

2. Preliminary

We shall state some well known results on the Sobolev spaces and on the fractional

powers of Laplacian which will be used in this paper. For the proof, we refer the reader to

Brezis [4], Friedman [9], Lions & Magenes [14], and Triebel [18].

Let 0 � s0 < s1 < 1. For s0 < s < s1, H
s(
) = [Hs0(
); Hs1(
)]� with s =

(1� �)s0 + �s1, and the following estimate holds:

(2.1) k � kHs � Cs0;s1k � k
1��
Hs0 k � k

�

Hs1 :
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When 0 < s < 1, Hs(
) � Lp(
) for 1
p
= 1�s

2
with the estimate

(2.2) k � kLp � Csk � kHs :

When s = 1; H1(
) � Lq(
) for any �nite 1 � q <1 with the estimate

(2.3) k � kLq � Cq;pk � k
1�p=q

H1 k � k
p=q

Lp
;

where 1 � p < q. When s > 1, Hs(
) � C(
) with the estimate

(2.4) k � kC � Csk � kHs :

Furthermore, we shall use the following estimates which are easily obtained by utilitizing

(2.1) � (2.4).

Let 0 < " � 1. For any 0 � � � 1,

(2.5)

(
kuvkH� � C"kukH1+"kvkH� ; u 2 H1+"(
); v 2 H�(
);

kuvkH� � C"kukH1kvkH"+� ; u 2 H1(
); v 2 H"+�(
):

In fact, when � = 0 or � = 1, these estimates are veri�ed directly from (2.2), (2.3) and (2.4).

For 0 < � < 1, the estimates are then obtained by the interpolation theorem applied to the

operator of multiplication v 7! uv and by (2.1). In particular, it follows that

(2.6)

(
kuvkH" � C"kukH1+"kvkH" ; u 2 H1+"(
); v 2 H"(
);

kuvkH" � C"kukH1kvkH2" ; u 2 H1(
); v 2 H2"(
):

Applying these we observe also that

(2.7)

8><>:
krfur�gkL2 � C"kukH1+"k�kH2 ; u 2 H1+"(
); � 2 H2(
);

krfur�gkL2 � C"kukH1k�kH2+" ; u 2 H1(
); � 2 H2+"(
);

krfur�gkH1 � CkukH2k�kH3 ; u 2 H2(
); � 2 H3(
):

Let L = �� + 1 be the Laplace operator equipped with the Neumann boundary con-

ditions, L is an isomorphism from H1(
) to (H1(
))0. The part of L in L2(
) is denoted

by L, L is a positive de�nite self-adjoint operator in L2(
) with the domain D(L) = fy 2

H2(
); @y
@n

= 0 on @
g. It is known that

(2.8)

8><>:
D(L�) = H2�(
); 0 � � <

3

4
;

D(L�) = H2�
n (
) = fy 2 H2�(
);

@y

@n
= 0 on @
g;

3

4
< � �

3

2

with norm equivalence. In fact, (2.8) is well known for 0 � � � 1 (even for � = 3
4
, a

characterization of D(L3=4) is known). Since 
 is of C3 class, D(L3=2) = L�1(H1(
)) =

H3
n(
); then, for 1 � � � 3

2
, (2.8) is ver�ed from the fact that D(L�) = [D(L);D(L3=2)]�

with � = 1 + �

2
. Clearly, L is a linear isomorphism from D(L�+1) to D(L�) for � � 0.
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3. The weak formulation of problem and the known results

Let us brie
y recall the way how to formulate (K{S) as a semilinear abstract di�erential

equation in a Hilbert space. Let A1 = �a�+a and A2 = �d�+g be the Laplace operators

equipped with the Neumann boundary conditions, Ai(i = 1; 2) are linear isomorphisms from

H1(
) to (H1(
))0. The part of Ai in L2(
) is denoted by Ai, Ai(i = 1; 2) is a positive

de�nite self-adjoint operator in L2(
) with the domain D(Ai) = H2
n
(
). As noticed in

(2.8), D(A�
i
) = H2�(
) for 0 � � < 3

4
, and D(A�

i
) = H2�

n
(
) for 3

4
< � � 3

2
.

We introduce two product Hilbert spaces V � H as

V = H1(
)�D(A
1+"=2
2 ) and H = L2(
)�D(A

(1+")=2
2 );

respectively, where " is some �xed exponent " 2 (0; 1
2
). By the identi�cation of H and its

dual H0, we have: V � H = H0 � V 0. It is then seen that

V 0 = (H1(
))0 �D(A
"=2
2 )

with the duality product

h�; Y iV0�V = h�; yi(H1)0�H1 +
�
A
"=2
2 ';A

1+"=2
2 �

�
L2
; � =

�
�

'

�
2 V 0; Y =

�
y

�

�
2 V :

We denote the scalar product of H by (�; �) and the norm by j � j. The duality product

between V 0 and V which coincides with the scalar product of H on H � H is denoted by

h�; �i, and the norms of V and V 0 by k � k and k � k�, respectively.
We set also a symmetric sesquilinear form on V � V :

a(Y; ~Y ) =
�
A
1=2
1 y;A

1=2
1 ~y

�
L2

+
�
A
1+"=2
2 �;A

1+"=2
2 ~�

�
L2
; Y =

�
y

�

�
; ~Y =

�
~y

~�

�
2 V :

Obviously, the form satis�es:

ja(Y; ~Y )j �MkY kk ~Y k; Y; ~Y 2 V ;(a.i)

a(Y; Y ) � ÆkY k2; Y 2 V(a.ii)

with some constants M � 0 and Æ > 0. This form then de�nes a linear isomorphism

A =

�
A1 0

0 A2

�
from V to V 0, and the part A of A in H is a positive de�nite self-adjoint

operator in H with the domain D(A) = D(A1)�D(A
(3+")=2
2 ).

(K{S) is, then, formulated as an abstract equation

(E)

8<:
dY

dt
+AY = F (Y ) + U(t); 0 < t � T;

Y (0) = Y0

in the space V 0. Here, F (�) : V ! V 0 is the mapping

F (Y ) =

�
�brfyr�g+ ay

fy

�
; Y =

�
y

�

�
2 V :

U(t) and Y0 are de�ned by U(t) =
�

0
�u(t)

�
and Y0 =

�
y0

�0

�
, respectively.
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As veri�ed in [16, Sec. 2], F (�) satis�es the following conditions.

(f.i)

(
kF (Y )k� � �kY k+ ��(jY j); Y 2 V ;

jF (Y )j � �kY kD(A) + ��(kY k); Y 2 D(A)

for each � > 0 with some increasing continuous function ��(�).

(f.ii)

8>>>>><>>>>>:

kF (eY )�F (Y )k� � �keY � Y k

+ (keY k+ kY k+ 1) �(jeY j+ jY j)jeY � Y j; eY ; Y 2 V ;

jF (eY )�F (Y )j � �keY � Y kD(A)

+ (keY kD(A) + kY kD(A) + 1) �(keY k+ kY k)keY � Y k; eY ; Y 2 D(A)

for each � > 0 with some increasing continuous function  �(�).
Furthermore, F (Y ) is Fr�echet di�erentiable with the derivative

F 0(Y )Z =

�
�brfyrwg � brfzr�g+ az

fz

�
; Y =

�
y

�

�
; Z =

�
z

w

�
2 V :

F 0(�) satis�es the following estimates.

(f.iii) jhF 0(Y )Z; P ij �

(
�kZkkPk+ C�(kY k+ 1)jZjkPk; Y; Z; P 2 V ;

�kZkkPk+ C�(kY k+ 1)kZkjP j; Y; Z; P 2 V

for each � > 0 with some constant C� , and

(f.iv) kF 0(Y )Zk(D(A))0 � �jZj+ ��(jY j)kZk�; Y; Z 2 V

for each � > 0 with some increasing continuous function ��(�). Furthermore,

(f.v) kF 0( ~Y )Z � F 0(Y )Zk� � CkZkj ~Y � Y j; ~Y ; Y; Z 2 V :

Indeed, (f.iii) and (f.v) were also veri�ed in [16, Sec. 5]. So we have only to verify (f.iv). Let

y 2 H1(
) and w 2 H2+"
n

(
). Then, since yrw 2 H1(
), it follows from (2.1) and (2.2)

that

krfyrwgk(D(A1))0 = sup
kvkD(A1)

�1

j

Z



yrwrvdxj

� sup
kvkD(A1)

�1

kykL2krwkL4=(2�")krvkL4=" � CkykL2kwkH"=2+1

� CkykL2kwk
1�"=2

H"+1 kwk
"=2

H" � �kwkH"+1 + C�kyk
2="

L2
kwkH" ;

where � > 0 is arbitrary. On the other hand, let z 2 H1(
) and � 2 H2+"
n

(
). Then, it

follows from (2.5) and (2.6) that

krfzr�gk(D(A1))0 = sup
kvkD(A1)

�1

jhrfzr�g; vi(D(A1))0�D(A1)j

= sup
kvkD(A1)

�1

jhz;r� � rvi
(D(A

�"=2

1 ))0�D(A
�"=2

1 )
j � sup

kvkD(A1)
�1

Ckzk
(D(A

�"=2

1 ))0
kr� � rvkH �"

� Ckzk1��"
L2

kzk�"
(D(A

1=2

1 ))0
k�kH1+�"+Æ � �kzkL2 + C�k�k

1="

H1+"kzk
D(A

1=2

1 )0
;
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where � > 0 is arbitrary. Then, (f.iv) is an immediate consequence of these estimates.

According to [16, Theorem 2.1], for U 2 L2(0; T ;V 0) and Y0 2 H, there exists a unique

solution to (E) on an interval [0; T (Y0; U)] such that

(3.1) Y 2 L2(0; T (Y0; U);V) \ C([0; T (Y0; U)];H) \H
1(0; T (Y0; U);V

0);

the number T (Y0; U) > 0 being determined by the norms kUkL2(0;T ;V0) and jY0j.
Furthermore, if we handle (E) in the spaces D(A) � V � H, then (f.i) and (f.ii) yield the

following reguality result. For Y0 2 V and U 2 L2(0; T ;H), there exists a unique solution

to (E) on an interval [0; T (Y0; U)] such that

(3.2) Y 2 H1(0; T (Y0; U);H) \ C([0; T (Y0; U)];V) \ L
2(0; T (Y0; U);D(A));

the number T (Y0; U) > 0 being determined by the norms kUkL2(0;T ;H) and kY0k.

Similarly, handling (E) in the spaces D(A
3
2 ) � D(A) � V , we verify the following result.

For Y0 2 D(A) and U 2 L2(0; T ;V), there exists a unique solution to (E) on an interval

[0; T (Y0; U)] such that

(3.3) Y 2 H1(0; T (Y0; U);V) \ C([0; T (Y0; U)];D(A)) \ L
2(0; T (Y0; U);D(A

3=2));

the number T (Y0; U) > 0 being determined by the norms kUkL2(0;T ;V) and kY0kD(A).

Finally we present some uniform estimate for the solutions to (E) which was essentially

established in the proof of [16, Theorem 2.1].

Theorem 3.1. Let r0 > 0 and R > 0, then there exists a number S > 0 and an increasing

continuous function r(t) de�ned on [0; S] such that the following statement is true. If

Y0 2 H and U 2 L2(0; T ;V 0) satisfy jY0j
2 < r0 and ess.sup

0<t<T

kU(t)k� < R, respectively, then

the number T (Y0; U) in (3.1) is larger than S and the estimate jY (t)j2 < r(t) holds for every

t 2 [0; S].

Proof. Let Y0 2 H and U 2 L2(0; T ;V 0) satisfy jY0j
2 < r0 and ess.sup

0<t<T

kU(t)k� < R,

respectively, and let Y (t) be the solution of (E). As shown in the proof of [16, Theorem

2.1], Y (t) satis�es the following estimate

1

2

d

dt
jY (t)j2 � ~�(jY (t)j2) + CkU(t)k2

�

with some increasing, locally Lipschitz continuous function ~� : [0;1) ! [0;1) determined

by �� .

Then, let r(�) be the solution to the following di�erential equation:

(3.4)

8<:
dr

dt
= 2~�(r) + 2CR; 0 < t � T;

r(0) = r0:

r(�) is then de�ned on an interval [0; S], S < T , determined by r0; ~� and R. The comparision

theorem then yields that the solution Y (t) exists at least on [0; S] and the estimate jY (t)j2 <
r(t) holds for 0 � t � S. �



OPTIMAL FEEDBACK CONTROLS 447

4. Optimality conditions

Let H be the Hilbert space de�ned in Section 3. In H, we consider an optimal control

problem

(P ) Minimize
U2Uad

J(U)

with the cost functional

J(U) =
1

2

Z
S

0

jY (U)� Ydj
2dt+ 


Z
S

0

jU j2dt;

where Y0 2 H and Yd =
�
yd

0

�
2 L2(0; T ;H) are given and

U 2 Uad =
�
U 2 L2(0; T ;H);U(t) 2 C a.e.

	
;

C � H being a closed, bounded and convex set containing the orign, and where Y (U); U 2
Uad, is the solution to (E) on [0; S]. In view of Theorem 3.1, we know that there exists a

solution Y (t) of (E) on [0; S] such that the estimate jY (t)j2 < r(t) holds. Here, r(t) is an

increasing continuous solution r(t) of (3.4) on [0; S]. We consider the increasing open set

Bt = f� 2 H; j�j2 < r(t); 0 � t � Sg.
For each 0 � t � S and � 2 Bt, we consider an auxiliary optimal control problem:

(P t;�) Minimize
U2Uad

Jt;�(U)

with the cost functional

Jt;�(U) =
1

2

Z
S

t

jY (s; t; �; U)� Ydj
2ds+ 


Z
S

t

jU j2ds;

where Y (s; t; �; U) is the solution to the following equation

(Et;�)

8<:
dY

ds
+AY = F (Y ) + U(s); t < s � S;

Y (t) = �:

As before, for 0 � t � S and � 2 Bt, there exists the solution r(s) on [t; S] to (3.4) with

initial condition r(t) = r(t; 0; r0) > j�j2. Therefore, for 0 � t < S; U 2 Uad and � 2 Bt, there
exists a unique solution Y (s) = Y (s; t; �; U) to (Et;�) on [t; S] such that Y 2 L2(t; S;V) \
C([t; S];H) \ H1(t; S;V 0) and the estimate jY (s)j < r(s); s 2 [t; S], holds. Moreover, in

the same way as in [16, Sec. 5], the di�erntiability of Y (U) with respect to U and the

optimality condition are veri�ed. Therefore, the following necessary condition is true.

Let U be an optimal control of (P t;�) and let Y 2 L2(t; S;V)\ C([t; S];H) \H1(t; S;V 0)

be the optimal state, that is Y (s) = Y (s; t; �; U) is the solution to (Et;�) with the control

U . Then, there exists a unique solution P 2 L2(t; S;V) \ C([t; S];H) \ H1(t; S;V 0) to the

linear problem

(4.1)

8<:
dP

ds
�AP + F 0(Y )

�

P = Y � Yd; t � s < S;

P (S) = 0;

and U and P satisfy the inequality

(4.2)

Z
S

t

(�P + 2
U; V � U)dt � 0 for all V 2 Uad:

Moreover, the following pointwise necessary condition for optimality is also deduced.
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Theorem 4.1. Let U be an optimal control of (P t;�) and let Y 2 L2(t; S;V)\C([t; S];H)\
H1(t; S;V 0) be the optimal state. Then,

(4.3) U(s) = PC(P (s)); a.e. s 2 [t; S];

where P (s) = P (s; t; �) is given by (4.1). Here, PC = (2
1 + @IC)
�1 denotes the projection

of H onto C and @IC is the subdi�erential of the indicator function IC of C :

IC(W ) =

�
0 if W 2 C

+1 if W 2 Cc:

Proof. Let s 2 I = [t; S]; 0 < " < S � s. Let W 2 C be arbitrary and de�ne

V"(s) =

(
U(�) if � 2 I � [s; s+ "];

W if � 2 (s; s+ "):

Clearly, V" 2 Uad. Substituting V" for V in (4.2) and dividing the resulting inequality by ",

we see that

(4.4)
1

"

Z
s+"

s

(�P (�) + 2
U(�);W � U(�))d� � 0:

Since all the integrands in (4.4) are Lebesgue integrable on I , the Lebesgue density theorem

[17, p. 17] is available. Then, by letting "! 0 in (4.4), we have:�
� P (s) + 2
U(s);W � U(s)

�
� 0; a.e. s 2 I:

Since W 2 C is arbitrary, we see that

P (s)� 2
U(s) 2 @IC(U(s)); a.e. s 2 I;

that is, P (s) 2 (@IC + 2
1)(U(s)); a.e. s 2 I . Hence, we prove the desired result (4.3). �

Remark 4.2. Let C = fU 2 H : jU j � Rg be a ball, where R is given constant. Then, we

have :

PC(U) =

8<:
U if jU j � R;

R
U

jU j
if jU j > R:

5. Optimal feedback control

In this section we shall investigate properties of the value function and consider the

feedback problem. The main result is that the value function  satis�es a Hamilton-Jacobi

equation in a generalized sense. For simplicity, we shall assume in this section that Yd = 0

and 
 = 1
2
.

As noticed in Section 4, the value function  (t; �) is de�ned for (t; �) 2 [0; S]�Bt by

 (t; �) = inf
U2Uad

Jt;�(U):

We begin with a series of lemmas showing regularity properties of the trajectory Y and the

value function  .
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Lemma 5.1. Let �; � 2 Bt and U 2 Uad. Then we have :

(5.1) jY (s; t; �; U)� Y (s; t; �; U)j2 +

Z
s

t

kY (� ; t; �; U)� Y (� ; t; �; U)k2d�

� Cj� � �j2; t � s � S:

Proof. Let Y and eY be solutions of (Et;�) and (Et;�), respectively. Then it is seen that

W = eY � Y satis�es:

(5.2)

8<:
dW (s)

ds
+AW (s) = F (eY (s))� F (Y (s)); t < s � S;

W (t) = � � �:

Taking the scalar product of the equation of (5.2) with W , we have:

1

2

d

ds
jW (s)j2 + hAW (s);W (s)i = hF (eY (s))� F (Y (s));W (s)i::

From (a.ii) and (f.ii), it follows that

(5.3)
1

2

d

ds
jW (s)j2 + ÆkW (s)k2

� �kW (s)k2 + (keY (s)k+ kY (s)k+ 1) �(jeY (s)j+ jY (s)j)jW (s)jkW (s)k

�
Æ

2
kW (s)k2 + C(keY (s)k2 + kY (s)k2 + 1) Æ

4
(jeY (s)j+ jY (s)j)2jW (s)j2:

Therefore, by Gronwall's lemma,

jW (s)j2 � jW (t)j2e
R
S

t
C(keY (s)k2+kY (s)k2+1) Æ

4
(jeY (s)j+jY (s)j)2ds

:

Using this result in (5.3) and integrating from t to s, we obtain the estimate forZ
s

t

kY (� ; t; �; U)� Y (� ; t; �; U)k2d�: �

Lemma 5.2. For each t 2 [0; S],  (t; �) is Lipschitz continuous in � 2 Bt.

Proof. Let �i (i = 1; 2) 2 Bt and let U 2 Uad be an optimal control for (P t;�2) such that

 (t; �2) =
1

2

Z S

t

jY (s; t; �2; U)j
2ds+

1

2

Z S

t

jU j2ds:

By the de�nition of  ,

 (t; �1)�  (t; �2)

�
1

2

Z
S

t

jY (s; t; �1; U)j
2 � jY (s; t; �2; U)j

2ds

=
1

2

Z
S

t

(Y (s; t; �1; U)� Y (s; t; �2; U); Y (s; t; �1; U) + Y (s; t; �2; U))ds:

By using (5.1), we have:

j (t; �1)�  (t; �2)j �C

Z S

t

jY (s; t; �1; U)� Y (s; t; �2; U)jds

�Cj�1 � �2j; 8�1; �2 2 Bt: �
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Lemma 5.3. For each � 2 D(A) \ Bt,  (�; �) is Lipschitz continuous in � 2 [t; S].

Proof. From (3.3), there exists some �2 2 (�1; S] such that Y (s; �1; �; 0) 2 C([�1; �2];D(A)).
De�ne a control U(�) 2 Uad as

(5.4) U(s) =

(
0 if s 2 [�1; �2];

U(s) if s 2 (�2; S];

here, U = U(s; �2; �) is an optimal control to (P �2;�). Then, since Y (s; �2; �; U) is the

optimal state on [�2; S] and Y (s; �1; �; U) is not, we have:

j (�1; �)� (�2; �)j

�
1

2

Z
S

�2

j jY (s; �1; �; U)j
2 � jY (s; �2; �; U)j

2 jds+
1

2

Z
�2

�1

jY (s; �1; �; 0)j
2ds

�
1

2

Z
S

�2

jhY (s; �1; �; U)� Y (s; �2; �; U); Y (s; �1; �; U) + Y (s; �2; �; U)ijds

+
1

2

Z
�2

�1

jY (s; �1; �; 0)j
2ds = I1 + I2:

From (3.3),

Y (�2; �1; �; 0)� � =

Z
�2

�1

dY (s; �1; �; 0)

ds
ds

=

Z �2

�1

�AY (s; �1; �; 0) + F (Y (s; �1; �; 0))ds:

From (3.2), (3.3) and (f.i), it follows that

jY (�2; �1; �; 0)� �j �

Z
�2

�1

jAY (s; �1; �; 0)j+ jF (Y (s; �1; �; 0))jds

�

Z
�2

�1

(1 + �)jAY (s; �1; �; 0)j+  �(kY (s; �1; �; 0)k)ds

� C�(�2 � �1):

Therefore, by (5.1),

I1 � C� jY (s; �1; �; U)� Y (s; �2; �; U)j

� C� jY (s; �2; Y (�2; �1; �; 0); U)� Y (s; �2; �; U)j

� C� jY (�2; �1; �; 0)� �j � C�(�2 � �1):

Since Y (s; �1; �; 0) 2 C(�1; S;H), we have:

I2 � C�(�2 � �1):

Hence,

j (�1; �)�  (�2; �)j � C�(�2 � �1); 0 � t � �1 < �2 � S:

On the other hand, if �1 > �2, then instead of (5.4) we de�ne U(s) = U(s); s 2 (�1; S]

and repeating the same argument as above to obtain that

j (�2; �)�  (�1; �)j � C�(�1 � �2); 0 � t � �2 < �1 � S:

Hence we have proved the desired result. �

The following lemma is seen in Barbu [1, Lemma 6.1.3].
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Lemma 5.4. For 0 � t � � � S and � 2 Bt,

 (t; �) = inf
U2Uad

(
1

2

Z
�

t

jY (s; t; �; U)j2ds+
1

2

Z
�

t

jU j2ds+  (�; Y (� ; t; �; U))

)
:

Lemma 5.5. For every (t; �0) 2 [0; S]�Bt, we have:

�P (t) 2 D+
�
 (t; �0):

Here, the superdi�erential D+
�
 is de�ned as follows (see [5]) :

D+
�
 (t; �0) =

�
P 2 H; lim sup

�!�0

 (t; �)�  (t; �0)� (� � �0; P )

j� � �0j
� 0

	
:

Proof. By the de�nition of  ,

 (t; �1)�  (t; �2) �
1

2

Z
S

t

jY (s; t; �1; U)j
2 � jY (s; t; �2; U)j

2ds

=
1

2

Z
S

t

jY (s; t; �1; U)� Y (s; t; �2; U)j
2ds

+

Z S

t

(Y (s; t; �1; U)� Y (s; t; �2; U); Y (s; t; �2; U)))ds;(5.5)

where U 2 Uad is an optimal control to (P t;�2) such that

 (t; �2) =
1

2

Z S

t

jY (s; t; �2; U)j
2ds+

1

2

Z S

t

jU j2ds:

We have consider a Cauchy problem

(5.6)

8<:
dW

ds
+AW � F 0(Y (s; t; �2; U))W = 0; t < s � S;

W (t) = �1 � �2:

It is easily veri�ed from (a.i), (a.ii), (f.i), (f.ii), (f.iii) and (f.v) that (5.6) possesses a unique

weak solutionW 2 H1(t; S;V 0)\C([t; S];H)\L2(t; S;V) on [t; S]. Then we will verify that

jY (s; t; �1; U)� Y (s; t; �2; U)�W j � o(j�1 � �2j); 8s 2 [t; S];

where o(j�2 � �1j)=j�2 � �1j ! 0 as �1 ! �2. In fact, let Y (s; t; �1; U) and Y (s; t; �2; U)

be denoted by Y1 and Y2, respectively. First, we regard Y1 � Y2 �W as a solution of the

following problem:8>><>>:
d(Y1 � Y2 �W )

ds
+A(Y1 � Y2 �W )

= F (Y1)� F (Y2)� F 0(Y2)W; t < s � S;

(Y1 � Y2 �W )(t) = 0:
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Taking the scalar product with Y1 � Y2 �W , we obtain that

1

2

d

ds
j(Y1 � Y2 �W )(s)j2 + hA(Y1 � Y2 �W )(s); (Y1 � Y2 �W )(s)i

= h

Z 1

0

F 0
�
Y2 + �(Y2 � Y1)

�
d�(Y1 � Y2 �W )(s); (Y1 � Y2 �W )(s)i

+ h

Z 1

0

�
F 0
�
Y2 + �(Y2 � Y1)

�
� F 0(Y2)

	
d�W (s); (Y1 � Y2 �W )(s)i:

From (a.ii), (f.iii), and (f.v),

1

2

d

ds
j(Y1 � Y2 �W )(s)j2 + Æk(Y1 � Y2 �W )(s)k2

�
Æ

2
k(Y1 � Y2 �W )(s)k2 + C

�
(kY1(s)k

2 + kY2(s)k
2 + 1)j(Y1 � Y2 �W )(s)j2

+ jY1(s)� Y2(s)j
2kW (s)k2

	
:

Therefore, integrating this inequality from t to s, t < s < S, we get

1

2
j(Y1 � Y2 �W )(s)j2 +

Æ

2

Z
s

t

k(Y1 � Y2 �W )(�)k2d�

� C
� Z s

t

(kY1(�)k
2 + kY2(�)k

2 + 1)j(Y1 � Y2 �W )(�)j2d�

+ jY2 � Y1j
2
C([t;S];H)

Z
S

t

kW (�)k2ds
	
:

Since kWkL2(t;S;V) � Cj�1 � �2j by the de�nition (5.6) of W ,

j(Y1 � Y2 �W )(s)j2 +

Z
s

t

k(Y1 � Y2 �W )(�)k2d�

� CjY2 � Y1j
2
C([t;S];H)kWk2

L2(t;S;V)e
R
S

t
C(kY1(�)k

2+kY2(�)k
2+1)d� � Cj�1 � �2j

4

for any s 2 [t; S]. Therefore, from (5.5),

 (t; �1)�  (t; �2)

=
1

2

Z
S

t

jY1 � Y2j
2ds+

Z
S

t

(Y1 � Y2 �W;Y2)ds+

Z
S

t

(W;Y2)ds

� Cj�1 � �2j
2 +

Z
S

t

(W;Y2)ds:

In addition, using the adjoint equation (4.1), the integral is written asZ S

t

(W;Y2)ds =

Z S

t

hW;
dP

ds
�AP + F 0(Y2(s))

�P ids

=

Z
S

t

d

ds
(W;P ) +

Z
S

t

h�
dW

ds
�AW + F 0(Y2(s))W;P ids

= (�2 � �1; P (t)):

Thus, we conclude that

 (t; �1)�  (t; �2)� (�1 � �2;�P (t)) � o(j�2 � �1j): �

We can now prove the main result of the paper.
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Theorem 5.6. For 0 � t � S and � 2 D(A)\Bt,  (�; �) is Lipschitz continuous in � 2 [t; S]

and  (�; �) satis�es

 � (�; �)�
1

2

�
jP (�)j2 � jPC(P (�)) � P (�)j2

�
+ (A� � F (�); P (�)) +

1

2
j�j2 = 0

for a.e. � 2 [t; S). For 0 � t � S and � 2 Bt, D
+
�
 (t; �) 6= ?; in fact,

�P (t) 2 D+
�
 (t; �);

where P (t) is given by (4.1).

Proof. Lemma 5.3 yields that, for � 2 D(A) \ Bt,  (�; �) is Lipschitz continuous on [t; S].

Hence,  (�; �) is di�erentiable almost everywhere in [t; S]. Let � 2 [t; S] be such a point.

Let U(�) be an optimal control of (P �;�). From the de�nition of the value function,

 (� + "; �)�  (�; �)

�

Z
S

�+"

(Y (s; � + "; �; U)� Y (s; �; �; U); Y (s; � + "; �; U))ds

�

(
1

2

Z
�+"

�

jY (s; �; �; U)j2ds+
1

2

Z
�+"

�

jU(s)j2ds

)
:(5.7)

Dividing (5.7) by ", we observe that

 (� + "; �)�  (�; �)

"

�

Z S

�+"

(
Y (s; � + "; �; U)� Y (s; �; �; U)

"
� Z(s); Y (s; � + "; �; U))ds

+

Z
S

�+"

(Z(s); Y (s; � + "; �; U))ds �
1

2"

Z
�+"

�

jY (s; �; �; U)j2ds

�
1

2"

Z �+"

�

jU(s)j2ds;

where Z is a solution of the Cauchy problem

(5.8)

8<:
dZ

ds
+AZ � F 0(Y (s; t; �;U))Z = 0; � < s � S;

Z(�) = A� � F (�)� U(�):

We can easily verify from (a.i), (a.ii) and Lemma 2.1 that (5.8) possesses a unique weak

solution Z 2 H1(�; S;V 0) \ C([�; S];H) \ L2(�; S;V) on [�; S]. Then we have:

lim
"!0

 (� + "; �)�  (�; �)

"
�

Z S

�

(Z(s); Y (s; �; �; U))ds�

(
1

2
j�j2 +

1

2
jU(�)j2

)

with the aid of the Lemma 5.7 below. Hence, by the use of (4.1) and (5.8), we conclude

that

 � (�; �) �� (Z(�); P (�)) �
1

2
j�j2 �

1

2
jU(�)j2

=� (A� � F (�)� U(�); P (�)) �
1

2
j�j2 �

1

2
jU(�)j2:(5.9)
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On the other hand, let U be the optimal control of (P �+";�). Then, setting

U(s) =

(
U(s) if s 2 (� + "; S];

U(t+ ") if s 2 (�; � + "];

we have:

 (� + "; �)� (�; �)

�
1

2

Z
S

�+"

�
jY (s; � + "; �; U(s)j2 � jY (s; �; �; U)j2

�
ds

�

(
1

2

Z �+"

�

jY (s; �; �; U(� + "))j2ds+
1

2

Z �+"

�

jU(� + ")j2ds

)

�

Z
S

�+"

(Y (s; � + "; �; U)� Y (s; �; �; U); Y (s; �; �; U))ds

�

(
1

2

Z
�+"

�

jY (s; �; �; U(� + "))j2ds+
1

2

Z
�+"

�

jU(� + ")j2ds

)
:

By the similar arguments as above, we can observe that

lim
"!0

 (� + "; �)�  (�; �)

"
�

Z S

�

(Z(s); Y (s; �; �; U))ds�
1

2

(
j�j2 + jU(�)j2

)
:

Therefore,

 � (�; �) �� (Z(�); P (�)) �
1

2
j�j2 �

1

2
jU(�)j2

=� (A� � F (�)� U(�); P (�)) �
1

2
j�j2 �

1

2
jU(�)j2:(5.10)

Hence, it follows from (5.9) and (5.10) that

 � (�; �) + (A� � F (�); P (�)) � (U(�); P (�)) +
1

2
jU(�)j2 +

1

2
j�j2 = 0:

Using Lemma 5.5 and U(�) = PC(P (�)), we also verify that

 � (�; �)�
1

2

�
jP (�)j2 � jPC(P (�))j

2
�
+ (A� � F (�); P (�)) +

1

2
j�j2 = 0; a.e. � 2 [t; S]

with �P (�) 2 D+
�
 (�; �). �

Lemma 5.7.

lim
"!0

Z S

�+"

jY (s; � + "; �; U)� Y (s; �; �; U)j2ds = 0;(5.11)

lim
"!0

Z S

�+"

j
Y (s; � + "; �; U)� Y (s; �; �; U)

"
� Zj2ds = 0:(5.12)
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Proof. Let Y (s; � + "; �; U) and Y (s; �; �; U) be denoted by Y�+" and Y� . Arguing in a

similar way as in Lemma 5.1, we have:

jY (s; � + "; �; U)� Y (s; �; �; U)j2 � Cj� � Y (� + "; �; �; U)j2:

Since Y (s; �; �; U) 2 C([�; S];H), we get (5.11). On the other hand, let fW =
Y�+"�Y�

"
� Z.

We regard fW as a solution of the problem:

(5.13)

8>><>>:
d

ds
fW +AfW =

F (Y�+")� F (Y� )

"
� F 0(Y�+")Z; � + " < s � S;

fW (� + ") =
� � Y (� + "; �; �; U)

"
� Z(� + ")

in the space (D(A))0. Taking the scalar product of the equation in (5.13) with A�1fW in H

and using F (Y�+")� F (Y� ) =
R 1

0
F 0
�
Y� + �(Y� � Y�+")

�
d�(Y�+" � Y� ), we obtain that

1

2

d

ds
jA�1=2fW (s)j2 + (AfW (s); A�1fW (s))

= (

Z 1

0

F 0
�
Y� + �(Y� � Y�+")

�
d�fW (s); A�1fW (s))

+ (

Z 1

0

�
F 0
�
Y� + �(Y� � Y�+")

�
� F 0(Y� )

	
d�Z(s); A�1fW (s)):

From (f.iv) and (f.v), it follows that

(5.14)
1

2

d

ds
kfW (s)k2

�
+ jfW (s)j2

�
Æ

2
jfW (s)j2 + C�(jY�+"(s)j+ jY� (s)j)

2kfW (s)k2
�

+ jY�+"(s)� Y� (s)j
2kZ(s)k2

	
:

Integrating (5.14) from � + " to s, we obtain that

1

2
kfW (s)k2

�
+ (1�

Æ

2
)

Z
s

�+"

jfW (�)j2d�

� C
� Z s

�+"

�(jY�+"(�)j+ jY� (�)j)
2kfW (�)k2

�
d�

+ jY�+" � Y� j
2
C([�+";S];H)

Z S

�+"

kZ(�)k2d�
	
+

1

2
kfW (� + ")k2

�
:

Therefore,

(5.15) kfW (s)k2
�
+

Z
s

�+"

jfW (�)j2d�

� C

�
jY�+" � Y� j

2
C([�+";S];H) + kfW (� + ")k2

�

�
e
R
S

�+"
C�(jY�+"(�)j+jY� (�)j)

2
d�

for all s 2 [� + "; S]. Since � 2 D(A), there exists " > 0 such that Y (s; �; �; U) 2 C([�; � +
"];V). Since A 2 L(V ;V 0) and U(s) 2 C([�; S];H), we see that Y (s; �; �; U) 2 C1([�; � +

"];V 0) and
Y�+"(� + ")� Y� (� + ")

"
! Z(�) in V 0 as "! 0:
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Moreover, since Z(s) 2 C([�; S];H), we obtain also that

Z(� + ")! Z(�) in V 0 as "! 0:

Thus, it follows from the de�nition (5.13) of fW that

kfW (� + ")k2
�
! 0 as "! 0:

Since Y (s; � ; �;U ) 2 C([�; S;H]), it is also clear that

jY� � Y�+"j
2
C([�+";S];H) ! 0 as "! 0:

Then, letting " tend to zero in (5.15), we conclude (5.12). �

Concerning the optimal feedback controllers, we verify the following result.

Theorem 5.8. Every optimal control U of (P ) is expressed as a function of the optimal

state Y by the feedback law

U(t) 2 PC(�D
+
Y
 (t; Y (t))); 8t 2 [0; S]:

Proof. Let (Y ; U) be any optimal pair of the problem (P ). Then, by Lemma 5.4, we see

that, for every t 2 (0; S), (Y ; U) is also optimal for the problem

inf
U2Uad

(
1

2

Z S

t

jY (U)j2ds+
1

2

Z S

t

jU j2ds

)
;

where Y (U) is a solution of (E
t;Y (t)). From Theorem 4.1, we have:

U(s) = PC(P (s)); a.e. s 2 [t; S];

where P is a solution to the system (4.1) with Y = Y . Then, by Lemma 5.5, we conclude

that U(t) 2 PC(�D
+
Y
 (t; Y (t))); 8t 2 [0; S], as claimed. �
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