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#### Abstract

Invariance principles or functional limit theorems are well-known for Ustatistic and V-statistic. In the case that the kernel is non-degenerate, we show invariance principles for a linear combination of U-statistics which includes V-statistic and LB-statistic.


1 Introduction Let $\theta(F)$ be an estimable parameter or a regular functional of a distribution $F$ and $g\left(x_{1}, \ldots, x_{k}\right)$ be its kernel of degree $k$. We assume that the kernel $g\left(x_{1}, \ldots, x_{k}\right)$ is symmetric and not degenerate. Let $X_{1}, \ldots, X_{n}$ be a random sample of size $n$ from the distribution $F$. U-statistic $U_{n}$ and V-statistic $V_{n}$ are well-known as estimators of $\theta(F)$, which are given by the followings.

$$
\begin{equation*}
U_{n}=\binom{n}{k}^{-1} \sum_{1 \leq j_{1}<\cdots<j_{k} \leq n} g\left(X_{j_{1}}, \ldots, X_{j_{k}}\right), \tag{1.1}
\end{equation*}
$$

where $\sum_{1 \leq j_{1}<\cdots<j_{k} \leq n}$ denotes the summation over all integers $j_{1}, \ldots, j_{k}$ satisfying $1 \leq j_{1}<$ $\cdots<j_{k} \leq n$. V-statistic $V_{n}$ is given by

$$
\begin{equation*}
V_{n}=\frac{1}{n^{k}} \sum_{j_{1}=1}^{n} \cdots \sum_{j_{k}=1}^{n} g\left(X_{j_{1}}, \ldots, X_{j_{k}}\right) \tag{1.2}
\end{equation*}
$$

(see, for example, Lee(1990)).
As an estimator of $\theta(F)$, Toda and Yamato (2001) introduce a linear combination $Y_{n}$ of U-statistics as follows: Let $w\left(r_{1}, \ldots, r_{j} ; k\right)$ be a nonnegative and symmetric function of positive integers $r_{1}, \ldots, r_{j}$ such that $j=1, \ldots, k$ and $r_{1}+\cdots+r_{j}=k$, where $k$ is the degree of the kernel $g$ and fixed. We assume that at least one of $w\left(r_{1}, \ldots, r_{j} ; k\right)$ 's is positive. We put

$$
d(k, j)=\sum_{r_{1}+\cdots+r_{j}=k}^{+} w\left(r_{1}, \ldots, r_{j} ; k\right)
$$

for $j=1,2, \ldots, k$, where the summation $\sum_{r_{1}+\cdots+r_{j}=k}^{+}$is taken over all positive integers $r_{1}, \ldots, r_{j}$ satisfying $r_{1}+\cdots+r_{j}=k$ with $j$ and $k$ fixed. For $j=1, \ldots, k$, let $g_{(j)}\left(x_{1}, \ldots, x_{j}\right)$ be the kernel given by

$$
g_{(j)}\left(x_{1}, \ldots, x_{j}\right)=\frac{1}{d(k, j)} \sum_{r_{1}+\cdots+r_{j}=k}^{+} w\left(r_{1}, \ldots, r_{j} ; k\right) g(\underbrace{x_{1}, \ldots, x_{1}}_{r_{1}}, \ldots, \underbrace{x_{j}, \ldots, x_{j}}_{r_{j}}) .
$$

Let $U_{n}^{(j)}$ be the U-statistic associated with this kernel $g_{(j)}\left(x_{1}, \ldots, x_{j}\right)$ for $j=1, \ldots, k$. The kernel $g_{(j)}\left(x_{1}, \ldots, x_{j}\right)$ is symmetric because of the symmetry of $w\left(r_{1}, \ldots, r_{j} ; k\right)$. If $d(k, j)$

[^0]is equal to zero for some $j$, then the associated $w\left(r_{1}, \ldots, r_{j} ; k\right)$ 's are equal to zero. In this case, we let the corresponding statistic $U_{n}^{(j)}$ be zero. Then the linear combination $Y_{n}$ of U -statistics is given by
\[

$$
\begin{equation*}
Y_{n}=\frac{1}{D(n, k)} \sum_{j=1}^{k} d(k, j)\binom{n}{j} U_{n}^{(j)} \tag{1.3}
\end{equation*}
$$

\]

where $D(n, k)=\sum_{j=1}^{k} d(k, j)\binom{n}{j}$. Since $w$ 's are nonnegative and at least one of them is positive, $D(n, k)$ is positive.

If $w(1,1, \ldots, 1 ; k)=1$ and $w\left(r_{1}, \ldots, r_{j} ; k\right)=0$ for positive integers $r_{1}, \ldots, r_{j}$ such that $j=1, \ldots, k-1$ and $r_{1}+\cdots+r_{j}=k$, then $d(k, k)=1, d(k, j)=0(j=1, \ldots, k-1)$ and $D(n, k)=\binom{n}{k}$. The corresponding statistic $Y_{n}$ is equal to U-statistic $U_{n}$ given by (1.1).

If $w$ is the function given by $w\left(r_{1}, \ldots, r_{j} ; k\right)=k!/\left(r_{1}!\cdots r_{j}!\right)$ for positive integers $r_{1}, \ldots, r_{j}$ such that $j=1, \ldots, k$ and $r_{1}+\cdots+r_{j}=k$, then $d(k, j)=j!\mathcal{S}(k, j)(j=1, \ldots, k)$ and $D(n, k)=n^{k}$ where $\mathcal{S}(k, j)$ are the Stirling number of the second kind. The corresponding statistic $Y_{n}$ is equal to V-statistic $V_{n}$ given by (1.2).

If $w$ is the function given by $w\left(r_{1}, \ldots, r_{j} ; k\right)=1$ for positive integers $r_{1}, \ldots, r_{j}$ such that $j=1, \ldots, k$ and $r_{1}+\cdots+r_{j}=k$, then $d(k, j)=\binom{k-1}{j-1}(j=1, \ldots, k)$ and $D(n, k)=\binom{n+k-1}{k}$. The corresponding statistic $Y_{n}$ is equal to LB-statistic $B_{n}$ which is given by

$$
\begin{equation*}
B_{n}=\binom{n+k-1}{k}^{-1} \sum_{r_{1}+\cdots+r_{n}=k} g(\underbrace{X_{1}, \ldots, X_{1}}_{r_{1}}, \ldots, \underbrace{X_{n}, \ldots, X_{n}}_{r_{n}}), \tag{1.4}
\end{equation*}
$$

where $\sum_{r_{1}+\cdots+r_{n}=k}$ denote the summation over all non-negative integers $r_{1}, \ldots, r_{n}$ satisfying $r_{1}+\cdots+r_{n}=\check{k}($ see Toda and Yamato (2001)).

In Section 2 we quote the invariance principles for the U-statistic from Miller and Sen (1972), Sen (1974), Denker (1985) and Borovskikh (1996).

Our purpose is to show the invariance principles for the statistic $Y_{n}$ given by (1.3), using the invariance principles for the U-statistic. These are shown in Section 3. For V-statistic the invariance principles are already shown (see Miller and Sen (1972), Sen (1974), Denker (1985) and Koroljuk and Borovskich (1994)). Our results are obtained for a linear combination of U-statistics including V-statistic and even under stronger conditions than the ones for V-statistic.

2 Invariance principles for U-statistic For the kernel $g\left(x_{1}, \ldots, x_{k}\right)$, we put

$$
\psi_{j}\left(x_{1}, \ldots, x_{j}\right)=E\left[g\left(X_{1}, \ldots, X_{k}\right) \mid X_{1}=x_{1}, \ldots, X_{j}=x_{j}\right], \quad j=1, \ldots, k
$$

and

$$
\begin{gathered}
h^{(1)}\left(x_{1}\right)=\psi_{1}\left(x_{1}\right)-\theta \\
h^{(2)}\left(x_{1}, x_{2}\right)=\psi_{2}\left(x_{1}, x_{2}\right)-h^{(1)}\left(x_{1}\right)-h^{(1)}\left(x_{2}\right)-\theta, \\
h^{(c)}\left(x_{1}, \ldots, x_{c}\right)=\psi_{c}\left(x_{1}, \ldots, x_{c}\right)-\sum_{j=1}^{c-1} \sum_{(c, j)} h^{(j)}\left(x_{i_{1}}, \ldots, x_{i_{j}}\right)-\theta
\end{gathered}
$$

for $c=3,4, \ldots, k$, where the sum $\sum_{(c, j)}$ is taken over all integers such that $1 \leq i_{1}<\cdots<$ $i_{j} \leq c$. Let $\sigma_{1}^{2}$ be the variance of $h^{(1)}\left(X_{1}\right)$. Since we consider the non-degenerate kernel $g$ in this paper, we have $\sigma_{1}^{2}>0$.

Let $\left\{U_{n}(t): 0 \leq t \leq 1\right\}$ be a random process given by

$$
U_{n}(t)=\left\{\begin{array}{lll}
0 & \text { if } \quad t=j / n \quad(j=0,1, \ldots, k-1)  \tag{2.1}\\
j\left(U_{j}-\theta\right) / k \sigma_{1} \sqrt{n} & \text { if } \quad t=j / n \quad(j=k, \ldots, n)
\end{array}\right.
$$

and by linear interpolation elsewhere. That is,

$$
U_{n}(t)=U_{n}\left(\frac{j}{n}\right)+(n t-j)\left[U_{n}\left(\frac{j+1}{n}\right)-U_{n}\left(\frac{j}{n}\right)\right]
$$

for $j / n<t<(j+1) / n(j=k-1, \ldots, n-1)$. The following lemma is the weak invariance principle for U-statistic (see, for example, Lee (1990), p.136-137).

Lemma 2.1 (Miller and Sen (1972)) We assume that $E\left|g\left(X_{1}, \ldots, X_{k}\right)\right|^{2}<\infty$. Then $\left\{U_{n}(t): 0 \leq t \leq 1\right\}$ converges weakly in $C[0,1]$ to a standard Brownian motion $W$.

The space $C[0,1]$ is the space of all continuous real functions on $[0,1]$ with the norm $\rho(x, y)=\sup _{0<t<1}|x(t)-y(t)|$ for $x, y \in C[0,1]$. The $\sigma$-field of Borel subsets of $C[0,1]$ is generated by the open subsets of $C[0,1]$.

Lemma 2.2 (Borovskikh (1996), p.166.) We assume that $E\left|h^{(c)}\left(X_{1}, \ldots, X_{c}\right)\right|^{\gamma_{c}}<\infty$, for each $c=1,2, \ldots, k$ where $\gamma_{c}=2 c /(2 c-1)$.
Then $\left\{U_{n}(t): 0 \leq t \leq 1\right\}$ converges weakly in $C[0,1]$ to a standard Brownian motion $W$.
Borovskikh (1996) states this fact in $D[0,1]$
Next, we quote strong invariance principle. Let $\{\xi(t): 0 \leq t<\infty\}$ be a random process given by

$$
\xi(t)= \begin{cases}0 & t=0,1, \ldots, k-1  \tag{2.2}\\ n\left(U_{n}-\theta\right) & t=n, n \geq k\end{cases}
$$

and by linear interpolation elsewhere.
Let $f(t)$ be a positive function satisfying the following conditions:
(i) $f(t)$ is increasing on $[0, \infty)$,
(ii) $t^{-1} f(t)$ is decreasing on $[0, \infty)$,
(iii) $\sum_{n \geq 1}[f(c n)]^{-1} \int_{\left[h^{(1)}(x)\right]^{2}>f(c n)}\left[h^{(1)}(x)\right]^{2} d F(x)<\infty$ for $\forall c>0$.

Since the kernel $g$ is assumed to be non-degenerate, $h^{(1)}\left(x_{1}\right)$ is not equal to a constant almost surely (a.s.). The following lemma is the strong invariance principle for U -statistic (see, for example, Lee (1990), p.139).

Lemma 2.3 (Sen (1974)) We assume that $E\left|g\left(X_{1}, \ldots, X_{k}\right)\right|^{2}<\infty$. Then there exists a standard Brownian motion $W(t)$ on $[0, \infty]$ such that as $t \rightarrow \infty$,

$$
\begin{equation*}
\xi(t)=k \sigma_{1} W(t)+O\left((t f(t))^{\frac{1}{4}} \log t\right) \text { a.s. } \tag{2.3}
\end{equation*}
$$

If we choose $f(t)=t /(\log t)^{4}$, then $(t f(t))^{1 / 4} \log t=t^{1 / 2}$ and we have the following.

Lemma 2.4 (Denker (1985)) We assume that $E\left|g\left(X_{1}, \ldots, X_{k}\right)\right|^{2}<\infty$. Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}(t \log \log t)^{-\frac{1}{2}}\left|\sigma^{-\frac{1}{2}} k^{-1} \xi(t)-W(t)\right|=0 \quad \text { a.s. } \tag{2.4}
\end{equation*}
$$

The following random process is defined in a space different from $C[0,1]$. Let $\left\{\nu_{n}(t), t \in\right.$ $[0,1]\}$ be a random process given by

$$
\begin{gathered}
\nu_{n}(t)=\frac{\sqrt{n}}{k \sigma_{1}}\left(U_{n(t)}-\theta\right) \\
n(t)=\min \left\{j \geq 1: n j^{-1} \leq t\right\}=-\left[-\frac{n}{t}\right], \quad t \in[0,1]
\end{gathered}
$$

where $\nu_{n}(t)$ belong to the space $D[0,1]$ of all real functions on $[0,1]$ which are right continuous and have left-hand limits. The Skorokhod metric is considered on the space $D[0,1]$.

Lemma 2.5 (Borovskikh (1996), p.169.) We assume that $E\left|h^{(c)}\left(X_{1}, \ldots, X_{c}\right)\right|^{\gamma_{c}}<\infty$, for each $c=1,2, \ldots, k$ where $\gamma_{c}=2 c /(2 c-1)$.
Then $\left\{\nu_{n}(t): 0 \leq t \leq 1\right\}$ converges weakly in $D[0,1]$ to a standard Brownian motion $W$.
Borovskikh (1996) says this result reversed invariance principle.
3 Invariant principles for Y-statistic Let $\left\{Y_{n}(t): 0 \leq t \leq 1\right\}$ be a random process given by

$$
Y_{n}(t)= \begin{cases}0 & \text { if } \quad t=j / n \quad(j=0,1, \ldots, k-1)  \tag{3.1}\\ j\left(Y_{j}-\theta\right) / k \sigma_{1} \sqrt{n} & \text { if } \quad t=j / n \quad(j=k, \ldots, n)\end{cases}
$$

and by linear interpolation elsewhere.
Then by (1.3) we have

$$
\begin{gather*}
Y_{n}\left(\frac{j}{n}\right)=0, j=0,1, \ldots, k-1 \\
Y_{n}\left(\frac{j}{n}\right)=\frac{1}{D(j, k)} \sum_{r=1}^{k} d(k, r)\binom{j}{r} \frac{j\left(U_{j}^{(r)}-\theta\right)}{k \sigma_{1} \sqrt{n}}, j=k, k+1, \ldots, n, \tag{3.2}
\end{gather*}
$$

For $d$ and $D$ given in Section 1, we suppose that there exists a positive constant $\beta_{1}$ such that

$$
\begin{equation*}
1-\frac{d(k, k)}{D(n, k)}\binom{n}{k} \leq \frac{\beta_{1}}{n} \tag{3.3}
\end{equation*}
$$

We note that the left-hand side is nonnegative from the assumption. The inequality (3.3) is equivalent to

$$
\begin{equation*}
\frac{1}{D(n, k)} \sum_{j=1}^{k-1} d(k, j)\binom{n}{j} \leq \frac{\beta_{1}}{n} \tag{3.4}
\end{equation*}
$$

For the LB-statistic given by (1.4), $\beta_{1}=k(k-1)$ and for the V -statistic given by (1.2), $\beta_{1}=k(k-1) / 2$ (see Toda and Yamato (2001)). Since we have $\beta_{1}=0$ for the U-statistic, the U-statistic $U_{n}$ is not included in the following discussion.

Proposition 3.1 We suppose (3.3), and that $E\left|g\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|<\infty$ for $1 \leq i_{1} \leq \cdots \leq$ $i_{k} \leq k$. Then $\sup _{0 \leq t \leq 1}\left|Y_{n}(t)-U_{n}(t)\right|$ converges to zero in probability as $n \rightarrow \infty$.

Proof: Since $U_{n}^{(k)}=U_{n}$, by (3.2) we have

$$
\begin{equation*}
\sup _{0 \leq t \leq 1}\left|Y_{n}(t)-U_{n}(t)\right| \leq I_{1 n}+\sum_{r=1}^{k-1} I_{2 n}^{(r)} \tag{3.5}
\end{equation*}
$$

where

$$
I_{1 n}=\max _{k \leq j \leq n}\left|\frac{d(k, k)}{D(j, k)}\binom{j}{k}-1\right| \times\left|U_{n}\left(\frac{j}{n}\right)\right|
$$

and

$$
I_{2 n}^{(r)}=\max _{k \leq j \leq n} \frac{d(k, r)}{D(j, k)}\binom{j}{r} \frac{j\left|U_{j}^{(r)}-\theta\right|}{k \sigma_{1} \sqrt{n}}, r=1, \ldots, k-1
$$

By using (3.3) to $I_{1 n}$, we have

$$
\begin{gathered}
I_{1 n}=\max _{k \leq j \leq n}\left|\frac{d(k, k)}{D(j, k)}\binom{j}{k}-1\right| \frac{j\left|U_{j}-\theta\right|}{k \sigma_{1} \sqrt{n}} \\
\quad \leq \frac{\beta_{1}}{k \sigma_{1}} \max _{k \leq j \leq n} \frac{\left|U_{j}-\theta\right|}{\sqrt{n}} .
\end{gathered}
$$

We note that $\left\{U_{j}, j=k, k+1, \ldots\right\}$ is a reverse martingale with respect to the $\sigma$-fields $\sigma\left(U_{j}, U_{j+1}, \ldots\right)$ and therefore $\left\{\left|U_{j}-\theta\right|, j=k, k+1, \ldots\right\}$ is a reverse submartingale. So by applying the inequality given by Koroljuk and Borovskich (1994), p. 78 to $P\left(\sup _{j \geq k} \mid\right.$ $\left.U_{j}-\theta \mid / \sqrt{n}>\varepsilon\right)$, for $\forall \varepsilon>0$ we have

$$
\begin{equation*}
P\left(\max _{k \leq j \leq n} \frac{\left|U_{j}-\theta\right|}{\sqrt{n}}>\varepsilon\right) \leq P\left(\sup _{j \geq k}\left|U_{j}-\theta\right|>\varepsilon \sqrt{n}\right) \leq \frac{E\left|U_{k}-\theta\right|}{\varepsilon \sqrt{n}} \tag{3.6}
\end{equation*}
$$

which converges to zero as $n \rightarrow \infty$. Thus $\max _{k \leq j \leq n}\left|U_{j}-\theta\right| / \sqrt{n}$ and therefore $I_{1 n}$ converges to zero in probability as $n \rightarrow \infty$.

By (3.4), for $r=1, \ldots, k-1$ we have

$$
I_{2 n}^{(r)} \leq \frac{\beta_{1}}{k \sigma_{1}}\left\{\max _{k \leq j \leq n} \frac{\left|U_{j}^{(r)}-\theta_{r}\right|}{\sqrt{n}}+\frac{\left|\theta_{r}-\theta\right|}{\sqrt{n}}\right\}
$$

where $\theta_{r}=E U_{j}^{(r)}$. By the same reason as $I_{1 n}, \max _{k \leq j \leq n}\left|U_{j}^{(r)}-\theta_{r}\right| / \sqrt{n}$ converges to zero in probability as $n \rightarrow \infty$. Thus $I_{2 n}^{(r)}$ converges to zero in probability as $n \rightarrow \infty$ for $r=1, \ldots, k-1$. Hence by $(3.5), \sup _{0 \leq t \leq 1}\left|Y_{n}(t)-U_{n}(t)\right|$ converges to zero in probability as $n \rightarrow \infty$.
¿From Lemmas 1.1, 1.2 and Proposition 3.1, we have the following theorems.
Theorem 3.2 We assume (3.3), $E\left|g\left(X_{1}, \ldots, X_{k}\right)\right|^{2}<\infty$, and that
$E\left|g\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|<\infty$ for $1 \leq i_{1} \leq \cdots \leq i_{k} \leq k$.
Then $\left\{Y_{n}(t): 0 \leq t \leq 1\right\}$ converges weakly in $C[0,1]$ to a standard Brownian motion $W$.

Theorem 3.3 We assume that $E\left|h^{(c)}\left(X_{1}, \ldots, X_{c}\right)\right|^{\gamma_{c}}<\infty$, for each $c=1,2, \ldots, k$, where $\gamma_{c}=2 c /(2 c-1)$ and $E\left|g\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|<\infty$ for $1 \leq i_{1} \leq \cdots \leq i_{k} \leq k$. We also suppose (3.3).
Then $\left\{Y_{n}(t): 0 \leq t \leq 1\right\}$ converges weakly in $C[0,1]$ to a standard Brownian motion $W$.
Now we consider the strong invariance principle for the statistic $Y_{n}$.
Lemma 3.4 We suppose (3.3), and that $E\left|g\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|<\infty$ for $1 \leq i_{1} \leq \cdots \leq i_{k} \leq$ $k$. Then $(n / \log \log n)\left|Y_{n}-U_{n}\right|$ converges to zero almost surely as $n \rightarrow \infty$.

Proof: By (1.3) we have

$$
Y_{n}-U_{n}=\left(U_{n}-\theta\right)\left[\frac{d(k, k)}{D(n, k)}\binom{n}{k}-1\right]+\sum_{j=1}^{k-1} \frac{d(k, j)}{D(n, j)}\binom{n}{j}\left(U_{n}^{(j)}-\theta\right)
$$

Using (3.3) and (3.4) to the right-hand side of the above, we have

$$
\frac{n}{\log \log n}\left|Y_{n}-U_{n}\right| \leq \frac{\beta_{1}}{\log \log n}\left[\left|U_{n}-\theta\right|+\sum_{j=1}^{k-1}\left|U_{n}^{(j)}-\theta\right|\right]
$$

Under the assumption for $j=1, \ldots, k, U_{n}^{(j)} \rightarrow \theta_{j}$ a.s. as $n \rightarrow \infty$ and therefore the righthand side converges to zero a.s. as $n \rightarrow \infty$. Hence $(n / \log \log n)\left|Y_{n}-U_{n}\right|$ converges to zero a.s. as $n \rightarrow \infty$.

Let $\{\eta(t): 0 \leq t<\infty\}$ be a random process given by

$$
\eta(t)= \begin{cases}0 & t=0,1, \ldots, k-1 \\ n\left(Y_{n}-\theta\right) & t=n, n \geq k\end{cases}
$$

and by linear interpolation elsewhere.
Then for all $n \geq k$, we have

$$
\eta(n)-\xi(n)=n\left(Y_{n}-U_{n}\right)
$$

which converges to zero a.s. as $n \rightarrow \infty$ by Lemma 3.4. So we have

$$
|\eta(n)-\xi(n)|=o\left((n f(n))^{\frac{1}{4}} \log n\right) .
$$

Thus by this result and Lemma 2.3 we have the following.
Theorem 3.5 We assume that $E\left|g\left(X_{1}, \ldots, X_{k}\right)\right|^{2}<\infty$ and that $E\left|g\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|<$ $\infty$ for $1 \leq i_{1} \leq \cdots \leq i_{k} \leq k$. We also suppose (3.3). Then there exists a standard Brownian motion $W(t)$ on $[0, \infty]$ such that as $t \rightarrow \infty$,

$$
\eta(t)=k \sigma_{1} W(t)+O\left((t f(t))^{\frac{1}{4}} \log t\right) \text { a.s. }
$$

Theorem 3.6 We assume that $E\left|g\left(X_{1}, \ldots, X_{k}\right)\right|^{2}<\infty$ and that $E\left|g\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|<$ $\infty$ for $1 \leq i_{1} \leq \cdots \leq i_{k} \leq k$. We also suppose (3.3). Then

$$
\lim _{t \rightarrow \infty}(t \log \log t)^{-\frac{1}{2}}\left|\sigma^{-\frac{1}{2}} k^{-1} \eta(t)-W(t)\right|=0 \quad \text { a.s. }
$$

The following is the reversed invariance principle for $Y_{n}$. Let $\left\{\zeta_{n}(t), t \in[0,1]\right\}$ be a random process given by

$$
\zeta_{n}(t)=\frac{\sqrt{n}}{k \sigma_{1}}\left(Y_{n(t)}-\theta\right), \quad t \in[0,1] .
$$

The random process $\zeta_{n}(t)$ belong to $D[0,1]$.
Theorem 3.7 We assume that $E\left|h^{(c)}\left(X_{1}, \ldots, X_{c}\right)\right|^{\gamma_{c}}<\infty$, for each $c=1,2, \ldots, k$ where $\gamma_{c}=2 c /(2 c-1)$ and that $E\left|g\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|<\infty$ for $1 \leq i_{1} \leq \cdots \leq i_{k} \leq k$. We also suppose (3.3).
Then $\left\{\zeta_{n}(t): 0 \leq t \leq 1\right\}$ converges weakly in $D[0,1]$ to a standard Brownian motion $W$.
Proof. By the definition of $\nu_{n}(t), \zeta_{n}(t)$, we have

$$
\sup _{0 \leq t \leq 1}\left|\zeta_{n}(t)-\nu_{n}(t)\right|=\frac{\sqrt{n}}{k \sigma_{1}} \sup _{0 \leq t \leq 1}\left|Y_{n(t)}-U_{n(t)}\right|=\frac{\sqrt{n}}{k \sigma_{1}} \sup _{j \geq n}\left|Y_{j}-U_{j}\right|
$$

By (1.3), (3.3) and (3.4), for $j \geq n$ we get

$$
\left|Y_{j}-U_{j}\right| \leq \frac{\beta_{1}}{n}\left[\left|U_{j}-\theta\right|+\sum_{r=1}^{k-1}\left(U_{j}^{(r)}-\theta\right)\right]
$$

Thus

$$
\begin{equation*}
\sup _{0 \leq t \leq 1}\left|\zeta_{n}(t)-\nu_{n}(t)\right| \leq \frac{\beta_{1}}{k \sigma_{1}}\left\{\frac{1}{\sqrt{n}} \sup _{j \geq n}\left|U_{j}-\theta\right|+\sum_{r=1}^{k-1} \frac{1}{\sqrt{n}} \sup _{j \geq n}\left|U_{j}^{(r)}-\theta\right|\right\} . \tag{3.7}
\end{equation*}
$$

By the same reason stated with respect to (3.6), for $\forall \varepsilon>0$ we have

$$
P\left(\frac{1}{\sqrt{n}} \sup _{j \geq n}\left|U_{j}-\theta\right|>\varepsilon\right) \leq \frac{1}{\varepsilon \sqrt{n}} E\left|U_{n}-\theta\right|
$$

which converges to zero as $n \rightarrow \infty$. Thus $\sup _{j \geq n}\left|U_{j}-\theta\right| / \sqrt{n}$ converges to zero in probability as $n \rightarrow \infty$. Similarly for $r=1, \ldots, k-1, \sup _{j \geq n}\left|U_{j}^{(r)}-\theta\right| / \sqrt{n}$ converges to zero in probability as $n \rightarrow \infty$ by the assumption. Hence by $(3.7)$, $\sup _{0 \leq t \leq 1}\left|\zeta_{n}(t)-\nu_{n}(t)\right|$ converges to zero in probability as $n \rightarrow \infty$. This fact and Lemma 2.5 give the weak convergence of $\left\{\zeta_{n}(t): 0 \leq t \leq 1\right\}$.
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