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SEMILINEAR WAVE EQUATIONS WITH SOME KIND OF

NONLINEAR DAMPING IN HIGHER SPACE DIMENSIONS

SOICHIRO KATAYAMA
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Abstract. We consider the initial { boundary value problem for semilinear wave equa-

tions with nonlinear damping:

utt ��u+ ajuj
m�1

ut = bjuj
p�1

u in (0;1) �
;

where 
 is a domain in Rn with a smooth boundary,m > 1 and p > 1, while a and b are

positive constants. We impose the Dirichlet condition on the boundary. In this paper,

we prove global existence and uniqueness of a certain weak solution to this problem

under the condition p �m.

1. Introduction

Let 
 be a domain in Rn with a smooth boundary. All the functions which will appear

below are supposed to be real-valued. We consider the initial { boundary value problem in


 for seminlinear wave equations with nonlinear damping:

u+Q(u; ut) = F (u) in (0;1)� 
;(1.1)

u(0; x) = u0(x); ut(0; x) = u1(x) for x 2 
;(1.2)

u(t; x) = 0 for (t; x) 2 (0;1) � @
;(1.3)

where is the d'Alembertian ( = @
2
t
��x), and Q represents nonlinear damping, i.e., we

assume

Q(u; v)v � 0 for any u; v 2 R:(1.4)

If 
 = R
n, we regard the problem as the initial value problem, and always neglect the

boundary condition (1.3) in the following.

We want to look for solutions to (1.1) { (1.2), which are at least in H
1
0 (
) for almost

every t > 0.

For a while, let Q(u; v) = ajvj
m�1

v and F (u) = bjuj
p�1

u, where m, p, a and b are

constants satisfying m > 1, p > 1 and a � 0. The case where a � 0 and b � 0, or the

case where a = 0 and b > 0 are studied by many authors (for example, see Lions { Strauss

[8], Haraux { Zuazua [3] and Glassey [2]). Roughly speaking, Q makes the solution exist

globally when a > 0, while F may make the solution blow up in �nite time when b > 0.

Therefore it is interesting to see the relationship between Q and F for the case where both

of a and b are positive. This problem under the assumption(
1 < p �

n

n� 2
; n � 3;

1 < p <1; n = 1; 2;
(1.5)
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was studied by Georgiev{Todorova [1] when 
 is bounded, and by Todorova [10] when


 = R
n (see also Levine { Park { Serrin [7], Ikehata [4] and Ono [9]). We note that the

condition on p is imposed to ensure juj2p 2 L
2. In [1] and [10], they proved that for any

u0 2 H
1
0 (
) and u1 2 L

2(
), there exists a global solution u to (1.1) { (1.2) which satis�es

u 2 C
�
[0;1);H1

0 (
)
�
\ C

1
�
[0;1);L2(
)

�
;

ut 2 L
m+1

�
(0; T ) � 


�
for any T > 0;

provided that p � m. In contrast to this, when p > m, they also proved that the solution

blows up in �nite time for some data, and there exists no global solution of the above

regularity for such data.

Now we want to consider another kind of nonlinear damping. More precisely, we treat the

problem with Q(u; v) = ajuj
m�1

v, where a > 0 and m > 1. Lions { Strauss ([8]) considered

the equation

u+ ajuj
m�1

ut = f(t; x)(1.6)

with initial data u = u0 and ut = u1 at t = 0, and showed that there exists a unique global

(weak) solution. More precisely, they proved that if u0 2 H
1
0 (
) \ L

2m(
), u1 2 L
2(
)

and f 2 W
1;1

�
0; T ;L2(
)

�
, then for any T > 0, (1.6) admits a unique weak solution

u 2 L
1
�
(0; T );H1

0 (
) \ L
2m(
)

�
with ut 2 L

1
�
(0; T );L2(
)

�
. Note that the initial data

make sense in this framework, because from the equation we �nd u 2 C
�
[0; T );L2(
)

�
and ut 2 C

�
[0; T );H�1(
) + L

q(
)
�
, where q = 1 when m � 2, and q = 2=m when

1 < m < 2. Here v 2 H
�1(
) + L

q(
) means that v can be written as v = v1 + v2 using

some v1 2 H
�1(
) and v2 2 L

q(
). This space is a normed vector space endowed with

the norm kvkH�1+Lq = inf(v1;v2)2A(v) kv1kH�1(
) + kv2kLq(
), where A(v) = f(v1; v2) 2

H
�1(
) � L

q(
); v1 + v2 = vg for v 2 H
�1(
) + L

q(
).

Their idea of the proof is based on the fact that we have

@t

�
jeutjm�1eut) = mjeutjm�1(eut)t

for a suÆciently smooth function eu. Roughly speaking, by introducing a new unkown eu
satisfying eut = u, they reduced the problem to the known case where the nonlinear damping

has the form a

m
jeutjm�1eut.

We want to investigate a similar problem to [1] and [10] for this Q(u; ut) = ajuj
m�1

ut

with nonlinear force terms. More precisely, we consider the semilinear wave equations of

the type 8><>:
u+ ajuj

m�1
ut = bjuj

p�1
u in (0;1) � 
;

u(0; x) = u0(x); ut(0; x) = u1(x) for x 2 
,

u(t; x) = 0 for any (t; x) 2 (0;1)� @
,

(1.7)

where 
 is a domain in Rn with a smooth boundary (or 
 = Rn), a > 0, b > 0, m > 1 and

p satis�es (1.5). In [5] the author et al. considered this problem in one space dimension

(n = 1), and showed that the condition m � p implies the existence and the uniqueness of

a global solution in the class C
�
[0;1);H1

0 (
)
�
\ C

1
�
[0;1);L2(
)

�
, while p > m implies

blowing up of the solution for some data. In the proof, a similar idea to that in [8] was

used. Unfortunately, our proof in [5] is only applicable to the case n = 1, because the proof

relies on the embedding H1
0 � L

1, which is only available for the case n = 1.

In this paper, we will prove existence and uniqueness of a global weak solution, which is

similar to that in [8], for higher space dimensional cases under the condition m � p. Our

main result is the folllowing:



SEMILINEAR WAVE WITH DAMPING 533

Theorem 1.1. Assume that (1.5) is ful�lled. Suppose that u0 2 H
1
0 (
) \ L

2m(
) and

u1 2 L
2(
).

If m � p, then there exists a unique solution u to the problem (1.7), satisfying

u 2 L
1
�
0; T ;H1

0 (
) \ L
2m(
)

�
; ut 2 L

1
�
0; T ;L2(
)

�
for any T > 0;

and

u 2 C
�
[0;1);L2(
)

�
; ut 2 C

�
[0;1);H�1(
) + L

q(
)
�
;

where

q =

(
1 when m � 2;

2=m when 1 < m < 2:

Our strategy is as follows: First, we will introduce a reduced problem, following the

method of Lions { Strauss [8]. The existence part of the theorem is proved by applying

the compactness method of Lions { Strauss to the reduced problem, with the help of an a

priori estimate which was essentially used in [5]. The proof will be given in Section 3.

The uniqueness part of our theorem is rather delicate, because our solution is not regular

enough for us to apply the classical uniqueness result directly, and careful treatment of

nonlinear terms is needed. The proof of uniqueness will be given in Setion 2.

2. Proof of the Uniqueness

In this section, we will give a proof for the uniqueness.

For y 2 R and m > 1, we de�ne Qm(y) = jyj
m�1

y. Note that Qm belongs to C1, and we

have Q0
m
(y) = mjyj

m�1. Hence Qm is an increasing function of y, and we have

fQm(y) �Qm(z)g (y � z) � 0(2.1)

for any y, z 2 R.

Let u be a solution to (1.7) with the regulaity mentioned in Theorem 1.1. Set

v(t; x) =

Z
t

0

u(�; x)d�:(2.2)

Then we have 8><>:
v 2 C

�
[0;1);H1

0 (
) \ L
2m(
)

�
\ C

1
�
[0;1);L2(
)

�
;

vt 2 L
1
�
0; T ;H1

0 (
) \ L
2m(
)

�
\ C

�
[0;1);L2(
)

�
;

vtt 2 L
1

�
0; T ;L2(
)

�(2.3)

for any T > 0. By integrating (1.7), we obtain

v(t; x) +
a

m
jvt(t; x)j

m�1
vt(t; x) =b

Z
t

0

jvt(�; x)j
p�1

vt(�; x)d�

+
a

m
ju0(x)j

m�1
u0(x) + u1(x)

(2.4)

with v = 0 and vt = u0 at t = 0.

Now let eu be another solution to (1.7), and set ev = Z
t

0

eu(�; x)d� as above. Since we have
the same equation as (2.4) for ev, we obtain

(v � ev) (t; x) + a

m

�
Qm

�
vt(t; x)

�
�Qm

�evt(t; x)�	
= b

Z
t

0

�
Qp

�
vt(�; x)

�
�Qp

�evt(�; x)�	 d�:(2.5)
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We write v(t; x)�ev(t; x) as w(t; x), and the right-hand side of (2.5) as G(t; x), respectiveily.
By integrating the equation (2.5) multiplied by wt over 
, we �nd

d

dt

Z



w
2
t
+ jrxwj

2

2
(t; x)dx +

a

m

Z



�
Qm

�
vt

�
�Qm

�evt�	wt(t; x)dx
=

Z



G(t; x)wt(t; x)dx:

(2.6)

Thanks to (2.1), we see that the second term in the left-hand side of (2.6) is non-negative.

Therefore, noting that w = wt = 0 at t = 0, we obtain

E(t)2 �

Z
t

0

Z



G(s; x)wt(s; x)dxds;(2.7)

where

E(t)2 =
1

2

Z



�
jwt(t; x)j

2 + jrxw(t; x)j
2
	
dx:

The above derivation of (2.7) is formal, but we can justify it because, as we will see in

the below, (2.3) implies w 2 C
�
[0; T );H1

0 (
)
�
\ C

1
�
[0; T );L2(
)

�
, wt 2 L

1(0; T ;H1
0 ) and

Gt 2 L
1

�
0; T ;L

2p

2p�1

�
.

Now we would like to estimate the right-hand side of (2.7). By integration by parts, we

obtain Z
t

0

Z



(Gwt)(s; x)dxds =

Z



G(t; x)w(t; x)dx �

Z
t

0

Z



Gt(s; x)w(s; x)dxds:(2.8)

By H�older's inequality, we haveZ
t

0

Z



jGt(s; x)w(s; x)jdxds �

Z
t

0

kGt(s; �)k
L

2p
2p�1

ds sup
0�s<t

kw(s; �)kL2p :(2.9)

Similarly we haveZ



jG(t; x)w(t; x)jdx �CkG(t; �)k
L

2p
2p�1

kw(t; �)kL2p

�C

Z
t

0

kGt(s; �)k
L

2p
2p�1

dskw(t; �)kL2p :

(2.10)

From the de�nition of G, using the mean value theorem and H�older's inequality, we �nd

kGt(t; �)k
L

2p

2p�1
�C



�jvt(t; �)jp�1 + jevt(t; �)jp�1�


L

2p

p�1
k(vt � evt)(t; �)kL2

�C
�
kvt(t; �)kL2p + kevt(t; �)kL2p�p�1kwt(t; �)kL2 :(2.11)

Because of (1.5), we have 2 < 2p � n=(n � 2) for n � 3, and 2 < 2p < 1 for n = 1; 2.

Hence by Sobolev's embedding theorem, we have

kfkL2p(
) � CkfkH1
0
(
) for any f 2 H

1
0 (
).(2.12)

From (2.8) { (2.11) with the help of (2.12), we obtain����Z t

0

Z



G(s; x)w(s; x)dxds

���� � CM
p�1

T

Z
t

0

kwt(s; �)kL2ds sup
0�s�t

kw(s; �)kH1
0

(2.13)

for 0 � t � T , where MT = sup
s2[0;T ]

n
kvt(s; �)kH1

0
(
) + kevt(s; �)kH1

0
(
)

o
.

Set E�(t) = sup0�s�tE(s). We have kwt(t; �)kL2 � CE�(t) and krxw(t; �)kL2 � CE�(t).

We also have

kw(t; �)kL2 �

Z
t

0

kwt(s; �)kL2ds � TE�(t) for 0 � t � T ;
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and hence we get sup0�s�t kw(s; �)kH1
0
� C(1 + T )E�(t). Now, using (2.7) and (2.13), we

obtain

E�(t)
2
� CM

p�1
T

(1 + T )E�(t)

Z
t

0

E�(s)ds for 0 � t � T .(2.14)

Gronwall's lemma applied to (2.14) implies E�(t) = 0 for any t 2 [0; T ], which leads to

u(t; �) = eu(t; �) for 0 � t � T , since we have

k(u� eu)(t; �)kL2(
) = k(vt � evt)(t; �)kL2(
) � E�(t)

by the de�nition of v and ev. This completes the proof of uniqueness.

3. Proof of the Existence

In the following, we write v0 for vt, and v
00 for vtt. Fix arbitrary T > 0. We will construct

a global weak solution v of (2.4) satisfying8><>:
v 2 L

1
�
0; T ;H1

0 (
)
�
;

v
0
2 L

1
�
0; T ;H1

0 (
)
�
\ L

m+1
�
(0; T ) � 


�
;

v
00
2 L

1

�
0; T ;L2(
)

�
:

(3.1)

For a while, let us assume that there exists a solution v of (2.4) satisfying (3.1). De�ne

f(t; x) = b

Z
t

0

jv
0(�; x)jp�1v0(�; x)d� +

a

m
ju0(x)j

m�1
u0(x) + u1(x):(3.2)

Then we have

kf(t; �)kL2 � CT sup
0�s�T

kv
0(�; �)k

p

H
1
0

+ Cku0k
m

L2m
+ ku1kL2 <1;

and we �nd that f belongs to L
1
�
0; T ;L2(
)

�
. Similarly, we have f 0 2 L

1
�
0; T ;L2(
)

�
.

Therefore we can apply the regularity theorem of Lions {Strauss (see Theorem 1.2 in [8])

to conclude that the regularity of v in fact is (2.3). Set u(t; x) = v
0(t; x). It is not diÆcult

to check that u is the desired solution to (1.7).

It remains to construct v satisfying (3.1). Since H1
0 (
) \ L

m+1(
) is separable, we can

�nd a basis W = fwig
1

i=1 of H1
0 \ L

m+1. In other words, we can �nd a subset W of

H
1
0 \L

m+1 such that elements in W are linearly independent, and that the set of functions

which are �nite combinations of elements in W is dense in H
1
0 \ L

m+1. We may assume

w1 = u0 unless u0 = 0, because u0 2 H
1
0 \ L

2m
� H

1
0 \ L

m+1.

We construct approximate solutions fvNg
1

N=1 by solving the following:

vN (t; x) =

NX
i=1

aNi(t)wi(x);(3.3)

hv
00

N
; wji+

nX
i=1

h@xivN ; @xiwji+
a

m
hQm(v

0

N
); wji = hfN ; wji for 1 � j � N;(3.4)

vN (0; x) = 0; v0
N
(0; x) = u0(x);(3.5)

where h�; �i denotes the inner product in L2(
), and fN is de�ned by

fN (t; x) = b

Z
t

0

jv
0

N
(�; x)jp�1v0

N
(�; x)d� +

a

m
ju0(x)j

m�1
u0(x) + u1(x):
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Writing aN (t) = (aN1(t); � � � ; aNN(t))
T and BN = (bij )i;j=1;��� ;N with bij = hwj ; wii, we

can see (3.4) is a system of ordinary di�erential equations of the form

BNa
00

N
(t) = CN (aN (t); a

0

N
(t)) +

Z
t

0

DN (a
0

N
(� ))d�;(3.6)

where CN and DN are C1-functions of their arguments. Observe that BN is a regular

matrix since elements in W are linearly independent. By the classical argument, we can

easily show the existence of C3-solution aN (t) to the systems of the form (3.6) in some time

interval [0; ÆN ], where ÆN depends only on jaN (0)j and ja
0

N
(0)j. Consequently we also get

the solution vN to (3.4) { (3.5) for 0 � t � ÆN .

Now we are going to get a priori estimates to show that jaN (t)j and ja
0

N
(t)j stays bounded

as far as aN exists. Once we get such estimates, we can choose ÆN = T . By (3.3) we have

aN (t) = B
�1
N
XN with X

T

N
= (hvN ; wji)j=1;��� ;N . Therefore we get

jaN (t)j �cNkvN (t; �)kL2 � cNT sup
0�s�t

kv
0

N
(t)kL2 ; ja

0

N
(t)j � cNkv

0

N
(t; �)kL2(3.7)

for 0 � t < T , where cN is a constant depending only on N . It has turned out that our

task is to get a bound for kv0
N
(t; �)kL2 .

We di�erentiate (3.4) to get

hv
000

N
; wji +

nX
i=1

h@xiv
0

N
; @xiwji + ahjv

0

N
j
m�1

v
00

N
; wji = bhjv

0

N
j
p�1

v
0

N
; wji (j = 1; � � � ;N):

By multiplying each of the above equations by a00
j
(t) and then summing them over 1 � j �

N , we obtain

hv
000

N
; v
00

N
i+

nX
i=1

h@xiv
0

N
; @xiv

00

N
i+ ahjv

0

N
j
m�1

v
00

N
; v
00

N
i = bhjv

0

N
j
p�1

v
0

N
; v
00

N
i:(3.8)

Now we de�ne HN (t) by

HN (t) =
1

2

�
kv

00

N
(t)k2

L2
+

nX
i=1

k@xiv
0

N
(t)k2

L2

�
+

b

p+ 1
kv

0

N
(t)k

p+1

Lp+1
:(3.9)

Let PN be the orthogornal projection in L2(
) onto the subspace generated by w1; � � �wN .

Then we have v00
N
(0) = PNu1 since we have hv00

N
(0); wji = hu1; wji for 1 � j � N from

(3.4) and (3.5). Therefore we conclude kv00
N
(0)kL2 � ku1kL2 . We also have ku0kLp+1 �

C
�
ku0kL2p + ku0kL2

�
� Cku0kH1

0
. Hence we get

HN (0) � C

�
ku0k

2
H
1
0
+ ku1k

2
L2

+ ku0k
p+1

H
1
0

�
;(3.10)

where C is a constant independent of N .

By straightforward calculation, we get

H
0

N
(t) = hv

000

N
; v
00

N
i+

nX
i=1

h@xiv
0

N
; @xiv

00

N
i + bhjv

0

N
j
p�1

v
0

N
; v
00

N
i:(3.11)

From (3.8) and (3.11) we �nd

H
0

N
(t) = �ahjv

0

N
j
m�1

v
00

N
; v
00

N
i+ 2bhjv0

N
j
p�1

v
0

N
; v
00

N
i:(3.12)

Let " > 0. Taking the condition 1 < p �m into account, we get��jv0
N
j
p�1

v
0

N
v
00

N

�� �"jv0
N
j
p�1

jv
00

N
j
2 + (4")�1jv0

N
j
p+1

�"
�
jv
00

N
j
2 + jv

0

N
j
m�1

jv
00

N
j
2
�
+ (4")�1jv0

N
j
p+1

:
(3.13)
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Fix some " suÆciently small to satisfy 2b" � a. Then by (3.12) and (3.13) we obtain

H
0

N
(t) � 2b"kv00

N
k
2
L2

+ b(2")�1kv0
N
k
p+1

Lp+1
� CHN(t):(3.14)

Now Gronwall's lemma implies kHN (t)kL2 � HN (0)e
CT for 0 � t < T , which leads to

sup
0�t�T

�
kv

0

N
(t; �)kH1

0
+ kv

00

N
(t; �)kL2

�
� CT(3.15)

with some constant CT which depends only on T , ku0kH1
0
and ku1kL2 , since we have

kv
0

N
(t)kL2 � kv

0

N
(0)kL2 +

R
t

0
kv

00

N
(s)kL2ds.

From this, as we have stated in the above, we see that the solution vN (t) to (3.4) { (3.5)

exists in the time interval 0 � t � T for each N . We also have

sup
0�t�T

kfN (t; �)kL2 � CT :(3.16)

Next we want to take the limit of vN to obtain the solution to (2.4). Returning to (3.4),

and going in a similar way to the derivation of (3.8), we get

1

2

�
kv

0

N
(t; �)k2

L2
+

nX
i=1

k@xivN (t; �)k
2
L2

�
+

a

m

Z
t

0

Z



jv
0

N
(s; x)jm+1dxds

=
1

2
ku0kL2 +

Z
t

0

hfN (s; �); v
0

N
(s; �)ids:

(3.17)

From this, using (3.15) and (3.16), we �nd

sup
0�t�T

kvN (t; �)k
2
H
1
0
(
) + kv

0

N
k
m+1

Lm+1((0;T )�
)
� CT :(3.18)

From the uniform bounds (3.15) and (3.18), we conclude that there exists some function

v such that8><>:
vN ! v weakly star in L1

�
0; T ;H1

0 (
)
�
;

v
0

N
! v

0 weakly star in L1
�
0; T ;H1

0 (
)
�
and weakly in Lm+1

�
(0; T ) � 


�
;

v
00

N
! v

00 weakly star in L1
�
0; T ;L2

�
as N !1, if we take an appropriate subsequence.

We also see that jv0
N
j
m�1

vN is bounded in L
m+1

m

�
(0; T )�


�
from (3.18), and that fN is

bounded in L2
�
(0; T )�


�
from (3.16). Hence there exist two functions � and 	 such that(

Qm(v
0

N
) = jv

0

N
j
m�1

v
0

N
! � weakly in L

m+1

m

�
(0; T ) � 


�
;

fN ! 	 weakly in L2
�
(0; T ) � 


�
;

(3.19)

as N !1, if we take an appropriate subsequence. Let K be a compact subset of (0; T )�
.

From (3.15) and (3.18), we also have v0
N
! v

0 weakly inH1
0 (K), and sinceH1

0 (K) is compact

in L
2(K), taking a further subsequence if necessary, we get v0

N
! v

0 strongly in L
2(K).

Hence, taking a further subsequence again if necessary, we �nd that v0
N

! v
0 a.e. in

(0; T )�
. This is suÆcient to conclude that � = jv
0
j
m�1

v
0 and 	 = f in the above, where

f is given by (3.2). Now we getZ
T

0



Qm

�
v
0

N
(t; �)

�
; wj

�
�(t)dt!

Z
T

0



Qm

�
v
0(t; �)

�
; wj

�
�(t)dt;(3.20) Z

T

0

hfN (t; �); wj i�(t)dt!

Z
T

0

hf(t; �); wj i�(t)dt(3.21)
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for any � 2 C
1

0

�
(0; T )

�
, since wj 2 L

2(
) \ Lm+1(
). Finally we can pass to the limit in

(3.4) and we �nd that

hv
00(t); wi +

nX
j=1

h@xiv(t); @xiwi + hQm(v
0(t)); wi = hf(t); wi(3.22)

for any w 2 W in the sense of distribution over (0; T ). Since W is a basis of H1
0 \ L

m+1,

(3.22) remains true for any w 2 H
1
0 (
) \ L

m+1(
), and we see that v satis�es the desired

equation (2.4) in the sense of distribution over (0; T ) � 
. Obviously v(0) = 0, v0(0) = u0,

and v satis�es (3.1). This completes the proof of the existence part of Theorem 1.1.
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