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ABSTRACT. A class of immigration superprocesses with dependent spatial motion for deter-
ministic immigration rate is considered, and we discuss a convergence problem for the rescaled
processes. When the immigration rate converges to a non-vanishing deterministic one, then
we can prove that under a suitable scaling, the rescaled immigration superprocesses associated
with SDSM converge to a class of immigration superprocesses associated with coalescing spa-
tial motion in the sense of probability distribution on the space of measure-valued continuous
paths. This scaled limit not only provides with a new class of superprocesses but also gives a
new type of limit theorem.

1. Introduction

Let us begin with the story of a super-Brownian motion (SBM), which is a typical
example of measure-valued processes. Roughly speaking, starting from a family of branching
Brownian motions, via renormalization procedure (which is sometimes called short time high
density limit), the super-Brownian motion can be obtained, in fact, as a measure-valued
Markov process, see S. Watanabe [28]. It is often called a Dawson-Watanabe superprocess,
too. Various sorts of superprocesses have been studied by many probabilists, and in most
cases those superprocesses are obtained as a limit of branching particle systems under variety
of settings. For instance, a superprocess with dependent spatial motion (SDSM) is obtained
by short time high density limit from a family of interacting branching particle systems,
whose branching density depends on its particle location. Such an SDSM with interaction
parameter p and branching rate o was originally constructed by H. Wang [27]. There is
a function ¢(z), one of those parameters that play an important role in determination of
the SDSM. When ¢(z) (3 0) is bounded, then under a suitable scaling SDSMs converge to
super-Brownian motion, see Dawson-Li-Wang [2]. On the other hand, for the same SDSM
the situation has changed drastically when ¢(z) = 0. Under the same scaling as in the
above model, SDSMs converge this time to a superprocess with coalescing spatial motion
(SCSM). This remarkable dichotomy was proved by Dawson-Li-Zhou [3].

Let us now consider a little bit more complicated model with interaction, in which a no-
tion of immigration is taken into account. For instance, such an immigration superprocess
associated with SDSM was constructed in Dawson-Li [1]. In [10] we discussed a problem of
rescaled limits for a certain class of superprocesses with deterministic immigration in the
case of parametrized immigration rate vanishing at infinity. More precisely, we showed that
when the immigration superprocess is given, then its rescaled process becomes again an
immigration superprocess of the same kind. Furthermore we proved that under a suitable
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scaling, the rescaled immigration superprocesses associated with SDSM converge to a su-
perprocess with coalescing spatial motion (SCSM) in the sense of probability distribution
on the space of measure-valued continuous paths. This article is devoted to a generalization
of the limit theorem obtained in [10]. As described in §7 (v) of [10], the purpose of this
paper is to discuss a convergence problem for rescaled superprocesses with deterministic
immigration of the above type, and also to clarify what kind of superprocess emerges as
a limiting process when the parametrized immigration rate does not vanish at infinity but
converges to some constant. As seen in the proof of the limit theorem in [10], it is expected
that some immigration superprocesses associated with coalescing spatial motion appear in
the limit. In other words, a new class of superprocesses arises naturally as a rescaled limit.
The construction of such a superprocess as well as the uniqueness are discussed in detail in
the companion paper [11]. Our goal is to prove the above-mentioned limit theorem. Our
result of this paper is not only a simple generalization of the main theorem in [10], but
provides also with a new type of limit theorem. Of course, we can consider a more com-
plicated situation where the deterministic immigration rate is replaced by a certain class
of function, which means that the immigration rate may depend on the particle location.
This challenging problem will be dealt with in the forthcoming paper [12].

After we submitted this paper, the related work done by Li-Wang-Xiong [29] has been
pointed out by the referee, where several types of scaling limit theorems of the SDSM were
established.

2. Notations and Preliminaries

Let Mp(R) (resp. M,(R)) be the space of all finite (resp. purely-atomic) measures on R
respectively, and we always consider the space Mp(R) endowed with the topology of weak
convergence. We denote by C(R) the space of all bounded and continuous functions on
R, and C(R)* denotes a subset of C(R) consisting of all positive menbers. The symbol
(f, ) denotes an integral [ fdu of a measurable function f with respect to a measure p.
For h € C'(R) and both h,h' € L*(R), we define p(z) = [ h(y — z)h(y)dy for z € R. For
a topological space E, let B(F) denote the totality of all bounded Borel functions on F,
and P(FE) denotes the space of all probability measures on E. For F € B(Mp(R)), we
define 6 F(p)/dp(z) as the usual variational derivative of F' with respect to u € Mp(R) for
x € R, if the limit exists. Then 6%F (u1)/dpu(z)du(y) is the second variational derivative of
F. For simplicity we put Cpr(Ry) = C([0,00), Mp(R)) for the space of all finite measure-
valued continuous paths on Ry, and for the Skorokhod space we use Dy (R4) = D([0, o0),
Mp(R)). For the generator A, we say that an Mp(R)-valued cadlag process X = (X¢)i>o0
is a solution of the (A, Dom(.A))-martingale problem, if there is a probability measure P,
€ P(Dum(R4)) on the space D([0,00), Mr(R)) such that P, (Xo = ) = 1 and F(X;) —
F(Xy) — fot AF(X,)ds, t > 0, is a martingale under P, for each F' € Dom(A).

2.1. Superprocess with Dependent Spatial Motion

Let o be a constant. We denote by D(L) the domain of the generator £, which is a
subset of the space B(Mp(R)) of measurable functions on Mp(R). More precisely, let D(L)
be the union of all functions F(u) on Mp(R) of the form F(u) = Fy 41 (1) = f((¢1, 1),
ooy {dn, ) for p € Mp(R) with f € C?(R") and {¢;} C C?(R) and all functions of the
form F(p) = Fo p(u) = (f,u™) for p € Mp(R) with f € C?(R™) where u™ is a tensor
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product of measures u®™. For any F' € D(L) we define

2 2
1) £r 0 =5 [ o055 B utdo) + 5 [ o5 ua

> 8F(p)
//nm y)dxdy Sp(x )M(y)u(dx)u(dy)'

Here the function p in the second line of (1) expresses interaction, and the second term in
the first line of (1) expresses the branching mechanism. An Mg (R)-valued diffusion process
X = (X,) is called a {p(0), p, o }-superprocess with dependent spatial motion (or {p(0), p, o }-
SDSM) if X solves the (£,D(L))-martingale problem, cf. [2] (see also [27]). Moreover,
according to Dawson-Li-Wang [2], the above martingale problem permits a unique solution
P,, and the system {P,; u € Mp(R)} defines a diffusion process. Actually it is proved that
{p(0), p, 0 }-SDSM lies in the space M,(R) for any initial state y € Mp(R).

Next we shall introduce the explicit representation of SDSM. Now let us consider a general
initial state p € Mp(R) with (1, ) > 0. Suppose that there are a time-space white noise
W (ds, dy) on [0,00) x R based on the Lebesgue measure d¢ and a Poisson random measure
N(da,dw) on R x Wy with intensity p(da)Qx(dw) on a complete probability space (2, F,P),
where Qj is the excursion law of the g-branching diffusion, and Wy is a subset of paths
w € W = C([0,00),R") such that w(0) = w(t) = 0 for t > 79(w) = inf{s > 0;w(s) = 0} for
w € W. For the details, see §2 of [1]. We also assume that {W(ds,dy)} and {N(da,dw)}
are independent. For any a € R, let {z(a,t);t > 0} be a unique solution of the equation

(2) —u—i—// y—x(s))W(ds,dy), t>0,

cf. Lemma 1.3 of [27, p.46] (see also Lemma 3.1 of [2, p.11]). In addition, enumeration of
the atoms of N(da,dw) into supp(NN) is given by a sequence {(a;,w;);¢ = 1,2,...} such
that 7o(w;t1) < To(wl) a.s. for all i > 1 and 1o(w;) — 0 as i — oo. For a fixed constant
B> 0 let ¢(a,t) -1 fo ))ds for ¢ > 0, a € R, and we define w(a,t) = w(y(a,t))
for w € Wy.

Theorem 1. (Dawson-Li [1, p.48]) Let {Xy;t > 0} be defined by Xo = p and

(3) &:Zﬁmmmmﬁi//umﬁmmmemyt>0
i=1 R JWo

Then {X.} relative to (Gi)i>0 is an SDSM, where G, is the o-algebra generated by all P-
null sets and the families of random wvariables {W([0,s] x B); 0 < s < t, B € B(R)} and
{wi(a;,s); 0<s<t,i=1,2,...} fort > 0.

2.2. Superprocess with Coalescing Spatial Motion

An n-dimensional continuous process {(y1(t),...,yn(t));t > 0} is called an n-system of
coalescing Brownian motions (n-SCBM) with speed p(0) > 0 if each {y;(¢);t > 0} is a
Brownian motion with speed p(0) and, for ¢ # j, {|yi(t) — y;(t)[;t > 0} is a Brownian
motion with speed 2p(0) stopped at the origin. The generator of the superprocess with
coalescing spatial motion (SCSM) is given by

0 e [0 E e [0

& 5F(u)
// dwdy Su(@)du(y) " uldm)uldy),

p(dz)
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where p(0) and o are positive constants, and A = {(z,z); 2z € R}.

In what follows we consider the case of purely atomic initial state, namely, having a finite
number of atoms, for instance, po = Y .- ; &ida, just for simplicity. Let {(&1(¢),...,&.(t));t >
0} be a system of independent standard Feller branching diffusions with initial state

(&1, ..., &n) € R}, By setting 9 (t) = fot o(yi(s))ds and &7 (t) = & (¢7(t)), we define
(5) X = Zg;f (t)(syi(t)v t >0,
i=1

which gives a continuous Mp(R)-valued process. For a complete probability space (2, F,P),
let ‘H; be the o-algebra generated by the family of P-null sets in F and the family of random
variables {(y1(s),...,yn(s), £7(5),...,&5(s)); 0 < s < t}. The process {X;;t > 0} defined
by (5) is a diffusion process relative to (H:)i>0 with state space M, (R), c¢f. Theorem 3.1
of [3, p.682]. Let D(L.) be the set of all functions of the form F, s(u) = (f, u™) with
w € Mp(R). Theorem 3.3 of [3, p.684] provides with the fact that {X;;t > 0} solves the
(Le,D(L.))-martingale problem, namely, for each F,, ; € D(L.),

t
(6) Fo p(X1) = Fop(Xo) — /0 LoFo p(X,)ds, Vt>0

is a (H;)-martingale.

The distribution of {X;;¢ > 0} can be characterized in terms of a dual process. Let
us consider a non-negative integer-valued cadlag Markov process {My;t > 0} which is well
known as Kingman’s coalescent process, [18]. For 1 < k < My — 1, 7, denotes the k-th jump
time of {My;t > 0} with 70 = 0 and 737, = 00. Let {T'x} (1 < k < My — 1) be a sequence
of random operators from C(R™) to C'(R™1), satisfying

1

(7) P{Ty = ®;j|M(mx—) =} = m,

1<i#j<L

Let C* denote the topological union of {C(R™);m = 1,2,...}, endowed with pointwise

convergence on each C(R™). By making use of the transition semigroup (Pt(m))tzo of the
M,

m-SCBM, {Y;;¢t > 0} taking values from C* is defined by Y; = t(ﬁl’“)I‘kP( k’l)Fk,l

Tek—Tk—1
e PMID PMOYG for 7 <t < hyr, 0 < k< My — 1. Clearly, {(M,,Y;);¢ > 0} is a
Markov process. We denote by E7, . the expectation related to (M, Y;) given My = m and
Yo = f € C(R™). Let Q¢(1o,dr) denote the distribution of X; on Mp(R) given Xo = po

€ M,(R).

Theorem 2. (Dawson-Li-Zhou [3, p.685]) If {X;;t > 0} is a continuous Mp(R)-valued
process such that E[(1, X;)™] is locally bounded int > 0 for each m > 1 and {X,} solves the
(Le, D(L.))-martingale problem with Xo = po, then

(8) /MF(R)<f, V™ Qi(po, dv) = ES, ;| (¥z, 11" exp {% /Ot M, (M, — 1)d5}]

fort >0, m>1and fe C(R™). O

A Markov process on Mp(R) with transition semigroup (Q:):>0 given by (8) is called a
superprocess with coalescing spatial motion with speed p(0), branching rate o and initial
state po € My(R), or shortly a {p(0), o0 }-SCSM.
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Remark 1. It is obvious that {(y1(¢),...,yn(t));t > 0} is an n-SCBM with speed p if and
only if (y;,y;)(t) = p - (t—tA7;) holds for 1 < ¢, j < n where 7;; = inf{t > 0;y;(t) = y;(¢)}.
Remark 2. The last term on the right-hand side of (4) shows that interactions in the
spatial motion only occur between particles located at the same positions.
2.3. Immigration Superprocess Associated with SDSM

Suppose that m € Mp(R) satisfies (1 m) > 0 and ¢(-,-) = ¢ is a constant. We define

9) TF(k)

5,u m(dx), u e Mp(R),
where ¢ is an immigration rate and m is a reference measure related to the immigration.
We put D(Z) = D(L). The (Z,D(Z))-martingale problem has a unique solution {Y;}. The
solution process is a diffusion, and this immigration SDSM started with any initial state
actually lives in the space M, (R). Moreover, a continuous Mp(R)-valued process {Y;;t > 0}
is a solution of the (Z, D(Z))-martingale problem if and only if for each ¢ € C?(R),

10) M) = e 3) — (%) —aleomr— [ (B v yas 120

is a martingale with quadratic variation process

(11) (M())e = / (00, Y)ds + / ds / (h(z — )¢/, Yay2ds.

Next we treat the case with a general interactive immigration rate. The results below
are originally discussed in §5 of Dawson-Li [1]. Suppose that there are (i) a white noise
W (ds,dy) on [0,00) x R based on d¢; (ii) a sequence of independent o-branching diffusions
{&(t);t > 0} with &(0) >0 (i = 1,2,...); (ili) a Poisson random measure N(ds, da, du, dw)
on [0,00) X R x [0,00) x Wy with intensity dsm(da)duQy(dw), on a complete probability
space (€2, F,P). In addition we assume that > :°, &(0) < co and that {W}, {¢} and {N}
are independent of each other. For ¢t > 0 let G be the o-algebra generated by all P-null
sets and the families of random variables {W ([0, s] x B), &(s); 0 < s < t, B € B(R),
i=1,2,...} and {N(J x A); J € B(]0,s] x R x [0,00)), A € Bi—s(Wp), 0 < s < t}. Let
q = q(u, a) be a Borel function on Mr(R) x R such that there are some constants K; > 0
and K2(R) > 0 (for each R > 0 given) satisfying

(g, -);m) < KL (L A+ [lpll)  for  p € Mp(R),

and  (lq(p, ) = q(v,-)|;m) < Ka(R)|[p — v
for p and v in Mp(R) satisfying (1, ) < R and (1,v) < R, where the reference measure m
is a o-finite Borel measure on R and || - || denotes the total variation (cf. [1, p.58]). Let us
consider a stochastic equation with purely atomic initial state. That is, for any sequence
{a;} C R, we consider the stochastic equation: for ¢t > 0,

& t (I(Y€7a)
(12) Y, = Zfi(t)5m(o,a,;,t) —|—/ / / / w(t — 8)0z(s,a,4)N (ds, da, du, dw).
Py o JrJo Wo

Then it follows that the equation (12) has a unique continuous solution {Y;;¢ > 0}, which

is a diffusion process relative to (G;), cf. Theorem 5.3 of [1, p.59]. Furthermore, for each
p € C*(R),

(13) M) = o) = tovi) = [ (2o )as— [t dpmias, >
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is a continuous martingale with respect to the filtration (.C';t)tzo and its quadratic variation
process is given by

(14) (M () :/0 <aap2,Ys>ds+/0 ds/R<h(z—-)<p’,Ys>2dz, t>0.

The solution of (12) can be regarded as immigration processes associated with the SDSM
with interactive immigration. Then the generator of the diffusion process {Y;; ¢ > 0} is given
by

(15) TP() = LF(v) + /R q(u,x)(;llj ((:))

where L is defined by (1) and ¢(-, -) is the interactive immigration rate. We call this process
{Y};} an immigration superprocess associated with SDSM or simply a {p(0), p, o, ¢, m }-IMS.

m(dz), v e Mp(R),

Remark 3. The Markov property of {Y;} was obtained from the uniqueness of solution
of (12). This application of the stochastic equation is essential since the uniqueness of
solution of the martingale problem given by (13) and (14) still remains open.

3. Main Results

We begin with introducing our object IMS model. Let Y = {Y;;¢ > 0} be a

{p(0), p, o, ¢, m}-immigration superprocess (IMS) in the sense of §2.3 with the purely atomic
initial state Yo = pp = >_:2, &(0)da, € My(R) for {a;}; C R. Here p is a C?-function defined
in the begining of §2, o is a positive constant, ¢(-,-) = ¢ € R and m is a finite Borel measure
on R such that 0 < (1, m) < oco. The generator of Y is given by (Z,D(Z)) of (9) in §2.3
with £ of (1) in §2.1. We define Dom(Z) = D(L). This Y solves the (Z, D(Z))-martingale
problem, and as we have seen in §2.3 this martingale problem is well-posed. Let Yt(e)
be an immigration superprocess with parameters {p(0), p, 09, g9, K1/9m} and initial state
YO(Q) = 92K1/9u. According to the scaling argument in §3.2 of [10], we put Y} := 9*2K9Y9(20t)
with @ > 1 for any ¢ > 0, where Kjy is an operator on Mp(R) defined by Kou(B) = p({0x;
x € B}) for any Borel set B in R. Then the rescaled process {Y;?;¢ > 0} has generator

1

(16) Lok (v) = 5p(0)f'((6:1))(¢",v)

3870w [[ mle =0 @) utavian)

1
+ 500" (¢, V)&, v) + g0 - /({6 )) (¢, m),
for F(v) = f({¢,v)) € Dom(Z) with f, ¢ € C?(R), where pg(x) = p(6z), {0} is a sequence
of positive numbers and {gp} is a sequence of real numbers.

Theorem 3. The rescaled processes {Y,/;t > 0}q lie in the family of {p(0), pe, e, qo,

m}-IMS with initial state Y{ = p. Moreover, the (I, Dom(Zy))-martingale problem for
{Y?} has a unique solution.

Proof. Just see Proposition 4 in §3.3 of [10]. q.e.d.
Suppose that ¢(u,a) = g(a) € L*(R,m). Let Dy(q) denote the set {(s, a,u,w); s > 0, a € R,

0 <u<q(a), we Wo}, and set Ny) := N [ Dy(q). Then we denote by Ny, the image
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of Ny(q) under the mapping : (s,a,u, w) — (s,a,w). Note that Nq(a) is a Poisson measure

n [0,00) xR xW, with intensity ds - g(a)m(da)Qk(dw). When we replace p by pg, then
by definition the function h should also be replaced by the scaled function v/6hg. On this
account, the interacting flow {x%(0,a?,t)} for {a?}y C R for each i € N is a unique solution

s G

of (2) in §2.1 with a (resp. x, h) replaced by a? (resp. x¥, \/Ohg) respectively.

Theorem 4. For each 8 > 1 we have the following purely atomic representation:

00 ¢
(17) vy = ng(t)éwe —|—/ / / w(t — s)dz0 No(ds,da,dw), t>0
= ' o JrRJwo i

where we put £2(t) = &(opt), 2¢ = 29(0,al,t), 2% = 2%(s,a’,t) and Ny = N, for vrevity’s
sake.

Proof. See Proposition 5 in §3.3 of [10]. g.e.d.

We assume:

(A1) p(x) =0 (as |z — o0);

(A.2) For {op}s CRT, 09 — (F)op € RT (as § — 0);
(A.3) For {ga}ts CR", g9 — (I)go € RT (‘as § — o00);
(A.4) For the initial state,

Zfz 59_%_251 )ob, € M, (R)

(as 6 — 00).

Lemma 5. For anyn > 0 and each T > 0, we have the following estimate:

. (s 37) 5 ) < Ol L) o

0<t<T n

where Cy is some positive constant depending only on T and the parameter oy.

Proof. It is the same as in the proof of Lemma 8 of [10]. So we shall omit the detail.
By the discussion similar to Lemma 4.1 of [1], Ny (ds,dw) is a Poisson random measure on
[0, 00) x W with intensity (1,m)dsQ(dw), which is obtained by the image of N, (ds, da, dw)
under the mapping : (s,a,w) — (s,w). Notice that N is independent of Feller branching
diffusions {&;(t);t > 0} ¢ € N. We may take advantage of the pathwise expression (17) to
obtain

(19) (1,77 Zg‘) / /WO N7 (ds,dw), t>0.

While, by Theorem 4.1 of Pitman-Yor [24, p.442], (1,Y/?) is a diffusion process with gen-
erator ogx(d?/da?) + <1,m>(d/dx). Hence, the standard theory of diffusion processes
[17] yields to that V;? := (1,Y}?) satisfies a stochastic differential equation (SDE) : dV,f =
VoaVPAB, + (1,m)dt with V¢ = (1, ug) < oo, where {B;} is a one-dimensional standard
Brownian motlon The general theory of SDEs guarantees the existence of unique solution
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V. So that, by employing the Markov inequality an easy calculation together with Doob’s

martingale inequality leads to
T 2
/ \/ogVIdBs
0

2 4
P < sup |[V?]| > n) < EE {sup|V09 + <1,m>t|} + F1E
t

0<t<T

Q

(20) < 70{<1,m> + (1, o),

because we made use of Itd’s isometry for the stochastic integral term and the Fubini
theorem. This completes the proof. q.e.d.

Theorem 6. The family {Y,?;t > 0}, 0 > 1 is tight in the space Car(Ry).

Proof. Once one gets the fundamental estimate like (18) in Lemma 5, it is a routine
work to verify the tightness. For the detail, see the proof of Proposition 7 in §4 of [10].
Note that Mr(R) is a complete separable metric space by a metric that induces the weak
topology. By virtue of Theorem 9.1 of Ethier-Kurtz [14], we have only to check the compact
containment condition. Let R := R U {0} be the one-point compactification, which we are
going to use so as to avoid the difficulty arising from the non-compactness of the space R.
Then it follows immediately from Lemma 5 that

C
(21) e { sup (1Y) <0 h =1 S (01m) + (L)}
0 0<t<T n

for Vi > 0 and each T' > 0. Consequently, the tightness of distributions of {Y};¢ > 0} in

C(]0,00), M (R)) has been attributed to that of {F oY} in C([0,00),R) for each F in the
dense subset H of C(Mp(R)) in the topology of uniform convergence on compact sets. If

we apply It6’s formula to the function F(YY) = Fy 43 (YY) = f((¢1, YY), ..., (¢n, YY)
by paying attention to the fact that the relation
(22) (6, Y,") = {p(0)(¢"/2,Y/") + o (¢, m)}dt + dM] ()

from (10) reveals the process (¢,Y;)’s being an Ité process, then a direct computation
implies that

t
(23) Fﬁ{@}(y;te)_Ff»{%}(%e)_/0 ToFy (4,3(YY)ds

is a (_C';t)—martingale under the probability measure P,, for which valid is the martingale
characterization (in Proposition 5 of [10]) of {p(0), pg, 0g }-SDSM with deterministic immi-
gration gp and reference measure m. Therefore, by Ethier-Kurtz’ criterion (cf. Theorem
9.4 of [14]), {Ff (4,3 (Y¥)}e is relatively compact for each Fy (4,3 € Dom(Zp). After all, the
tightness of {Y}?} in C([0, 00), M (R)) follows. Since the process Y, lives indeed in Mp(R),
the distributions Qp of {Y?} is tight in Cjs(R;). This finishes the proof. q.e.d.

The generator A is given by
- OF (1)
(24 AF(0) = L)+ [ o Bm(aa)

for F € Dom(A), where L. is given by (4) in §2.2, the branching rate o is a positive
constant and ¢ is a deterministic immigration rate. A continuous Mpg(R)-valued process
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X = {Xy;t > 0} is said to be {p(0), 0, q, m}-immigration superprocess associated with
coalescing spatial motion, or shortly {p(0),o,q, m}-IM-SCSM, if {X;;¢t > 0} solves the
(A, Dom(A))-martingale problem. Now we are in a position to state the principal result in
this paper, say, the limit theorem for rescaled immigration superprocesses.

Theorem 7. Assume (A.1) — (A.4). For {p( )s P, 06, o, K1 /9m }-immigration superpro-
cess Y(0) = {Yt(e);t >0}, put Y7 := 072K,Y, egt ) for 0 > 1. Then we have the followings:

(a) There exists a proper version }Afte of Y converges a.s. as § — oo to a process X; having
the purely atomic representation

(25) Z& (o0t) y,(oz,,,t)+/ // W(t — 8)8y(s.5.0)Ngo (ds, db, dw)
Wo

for each t > 0, where {y;(0,b;,t)} is a coalescing Brownian motion started at point b; for
each i € N, and y(s,b,t) denotes Harris’ stochastic flow [16] of coalescing Brownian motion
with y(s,b, s) = b.

(b) The conditional distribution of {p(0), pe, 0a, qs, m}-immigration superprocess

Y9 ={Y?t > 0} given YY = pg converges as — oc to that of {p(0), o0, o, m}-immigration
superprocess associated with coalescing spatial motion X = {Xy;t > 0} with initial state pg
n (A4).

(¢) The generator of the limiting process X = {X;} is given by

(26) LF W) = [ o055 5

P PR
5 [[ o0 ) Tedy 5u@)on(y) VW)
LSRR o)
* 2/RJO ov(x)? (d )+/RQO Sv(x) (dz).

The proof of this main theorem will be given in the succeeding section.

(dz)

4. Proof of the Limit Theorem

Since the family of rescaled processes {Y,;t > 0}y is tight in Cps(R,) from Theorem
6, we can extract a convergent subsequence of distributions of {Y;?}. Choose any sequence
{01}r C {6 > 1} such that the distributions {Q o (Y.%)~1}; converge as k — oo to some
probability measure Q,, € P(Ca(R4)) on some complete probability space (2, F,P). By
virtue of Skorokhod’s representation theorem (cf. Theorem 1.4 of [13, p.274]), we can
construct {Y}*;¢ > 0} and {V,%;¢ > 0} on a new proper probability space (Q, F,P) in such
a way that (i) (identical distribution) £({Y?*}) = £({Y*}); (ii) the limiting process {Y°}
has the distribution Q,,; (iii) {Y*} converges almost surely as k — oo to {Y°} in the space
Car(R). Because {Y;’*} is a unique solution of the IMS martingale problem, it is obvious
from (i) that {Y,*} solves the (Zy, , Dom(Z, ))-martingale problem. That is to say:

Lemma 8. For each k,

(27) F(YF) — F(Y]) —/0 Ty, F(YF)ds, t>0

is a continuous martingale relative to (Gt)t>o-
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Our first concern is to show that generator Zy, of the form (16) in §3 converges to the
generator Z, of (26). Note that for F(u) = f({¢,u)) with f,¢ € C?*(R) and u € Mp(R),
the generator 7, has the form

(28) T F() = 50(0)f (6, (" 1)
+50"0) [ [ o0 @6 uan)nta)
+ 500 1 (0 ) 1)+ a0 - (6,10 m),

Since for V¢ € C?(R) and each T > 0 we have

sup [(¢, V) — (6, Y2) -0 as. as k— oo,
0<t<T

it is obvious that as k — oo, F(Y}) — F(Y;) a.s. uniformly in ¢ on compact sets and
F(Y§) — F(YP) as. for any F € Dom(Zy) = Dom(Z).

Lemma 9. For anyt > 0 we have
t
(29) Jim / E |og, f" ({6, YIS, V) — 00" ({6, V) (92, Y)| ds = 0.
—0 Jo

Proof. We readily get

|09k f”(<¢7 Y;k>)<¢2v Y;‘,k> - Jofll(<¢7 Y;‘,O>)<¢27 Y;‘,OH

oo, |f"(0,YF) = f7 (0, YOI - [(6°, V)
+ 00,17 ((6, YO)] - (67, Y1) — (%, Y2
+log, — ool - 1" ({6, Y,)) - (6, YY)
= AR(t) + Ak (1) + Ak (1),

Because of almost sure convergence of Y;*, we can deduce from continuity of the function
that as k — oo,

/OE{A'“( s)}ds < tog, E{If" ({6, Y.)) = f" ({6, Y.))lloo | (6%, Y) |} — 0,

by employing the Fubini theorem and the Lebesgue convergence theorem. As for the second
and third terms A¥(¢) (i = 2,3), it goes almost similarly by the same reasons. q.e.d.

Lemma 10. For any t > 0 we have
(30) i B o, £1(6.Y5) = a0 (6. V) om)] =

Proof. Since [{¢,m)| < ||¢| - [{1,m)| < oo, it is sufficient to show the vanishing result
Ol’lly for the term E(kv S) = |Qkal(<¢7Ysk>) - q0f1(<¢7 Y90>)‘ In fa‘Ctv

E(k, s) < a0, 1f (6, Y5)) = f/ ({6, YD + lao, — a0l - | f'(0,Y))]
=: B¥(s) + BS.
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We may apply the Fubini and Lebesgue theorems to obtain limy f(f E{B¥(s)}ds = 0. On
the other hand, the convergence fg E{Bk}ds — 0 yields simply from (A.3). q.e.d.

Then we can show the following key proposition. The proof will be given in Section 5.

Proposition 11. Fort > 0 we have
(31)
i [ B| 7060, [ o0 @ vk anria
0 R2

k—o0

-2 ?)) //A ¢ ()¢ (y) Y2 (dr) YO (dy) | ds = 0.

Proposition 12. For any t > 0 we have

t
(32) lim [ E|Zy, F(Y}) — I F (YY) ds = 0.
0

k—o0

Proof. The assertion follows directly from Lemmas 9 and 10 and Proposition 11. g.e.d.

Theorem 13. For ' € Dom(Zs ) = Dom(Z),

(33) FO) - 09 - [ ZFODas, 120

is a martingale.

Proof. By approximation procedure it suffices to verify (33) only for the function F'(u) =
F({¢, 1)) with f,¢ € C%(R). Suppose that a collection of functions {®;}"_; forms a subset
of C(Mp(R)). Let A = {t}} be a partition of times such that 0 < tj, < tgy for any &k up
to n+ 1. By using the Fubini theorem and the Lebesgue theorem it is easy to see from the
remark stated between Lemma 8 and Lemma 9, together with Proposition 12, that

en E { (Fo2,0 - F) = [ zaroas) I @(Yt&?)}
tn i=1
= B{FO )00} - BLEOR e () - [ T BT P2 (YO }ds

— lim B{F(YE, )80} - lim B(P(Y)®; ()
tni1

— lim E{Zy, F(YF)- ®(Y")}ds

k—o0 tn

k—o0

i E { (Fok - rot) = [ zreras) 1 <1>i<Yt’:>} -0,

n

where we put @}, (Y*) =[], ®;(Y}), (¢ = k or 0) for simplicity. Here the last equality of
(34) yields from Lemma 8 because {Y/F} solves the (Zy,, Dom(Zy, ))-martingale problem.
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Moreover, repeating the same argument we observe that (34) remains valid even for any
collection {®;}, any n € N and any partition A. This obviously implies (33). q.e.d.

Theorem 14. The (Zoo, Dom(Zs,))-martingale problem has a unique solution for the
case of purely atomic initial state. Note that Dom(Zs) = Dom(Zy) = Dom(Z) = D(L).

Proof. The proof of the uniqueness goes in part similarly as in the proof of Theorem 4.4
of Dawson-Li [1]. For the details, see the companion paper [11]. Hence we omit it here.
q.e.d.

So that, the following is an immediate result from Theorem 14.

Theorem 15. The process X = {Xy;t > 0} given by (25) is a solution of the
(Zoo, Dom(Z o, ))-martingale problem.

Furthermore we can show:

Lemma 16. Under the assumptions (A.1) — (A.4) the processes {Y,?*;t > 0}, of (17) in
Theorem 4 converge almost surely as k — oo to the process {Y.2;t > 0} of the form (25).

Proof. Essentially it is due to the convergence in distribution of interacting Brownian
motions towards the coalescing Brownian motion. q.e.d.

By Theorem 13, clearly the process {Y,2;t > 0} becomes a solution of the
(Zoo, Dom(Z))-martingale problem. In addition, Theorems 14 and 15 insist that under
the purely atomic initial state ug € M, (R), the distribution of the solution process of (Z,
Dom(Z,))-martingale problem is unique, and the limiting process {Y,°} possesses a purely
atomic representation of the form (25), which is nothing but a {p(0), o9, go, m }-superprocess
associated with coalescing spatial motion. Since we have P o {Y;?*}~1 (with initial state
pe) = QF  (as k — o0), in fact it turns out to be that Q= Q,, for any subsequence
{k}. Therefore, by virtue of Theorem 13, the (Zy, Dom(Zy))-martingale problem induces
the (Zoo, Dom(Z ))-martingale problem. This finishes the proof of (b) of Theorem 7. g.e.d.

5. Proof of Key Proposition

This section is devoted to the proof of Proposition 11. First of all, note that the assertion
of Proposition 11 is equivalent to :

Proposition 17. Fort > 0 we have

@) Jim B[ s (00 [[ ool =) @) @@y

_ts// 0 /x/ OxO =0.
Adf«¢n»/mem>mwnm>nmm 0

For simplicity we put px = pg,, Do = R2, f"[YZ] = f"((¢,Y.)), dY) = Y (dx) with * = k
or 0. Because we readily get

/Ot ds f"[YH] /~/Dz pr(T — y)¢’(w)¢’(y)dede’€

- /0 s 7YYo / /D 2 p(a —y)¢' (x)¢' (y)dY,F Yy
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SIS WMo | ][] rle = )6 @) (Vv ds

Do
—0 (as k— 00),

and also because

(36) hm E

/ @ / /RQ\A% z = )¢ (2)¢' ()Y (d2) Y] (dy)| =

for any t > 0, by a simple reduction, in order to verify the assertion (35) it suffices to show
the following:

Lemma 18. Fort >0

(37) Jim E '(y)YE(dz)YF(dy)

/ ds / / () Y2(dz) Y2 (dy)| = 0.

Recall here useful purely atomic representations: namely,

(38) Y = iff(t)émf + /Ot /R /WO w(t — 5)0,1 Ni(ds, da, dw)

=YY EY YD),

and as almost sure limit of Y;* (see Lemma 16)

(39) Z@ 00t)3y,(0,6:,1) + / / / W(t — 8)8,(s,0,0)Ngo (ds, db, dw),
Wo
= Z} + 22,
where we put €5(t) = &(og,t), aF = x%(0,a%% 1), aF = 2% (s,a%,t), N}, = quk Oy,

= 0y, (0,bs,t)s Oy = Oy(spty and No = Nqo. In addition, we put n(z,y) = n,4(z,y) =
p(0)¢' (x)¢' (y) for simplicity. Then we have

(e, y)dY;dYy = [ [ nz,y)(Y,) +Y2)(de) - (V) +Y2)(dy)
/1, /1,

=[] neviaovian + [[ atwnviaoy!a)
+ [ ()Y (dz)Y2(dy) + [ [ n(z,y)Y2(dx)Y2(dy),
/. /.

and the second integral term in (37) has also similar decomposition as described above. The
integral term [[, ndY,!dY,} is exactly the same case as discussed in [10], and the assertion

t
13y/1 13,1
AndYr dy, —/0 ds//AndedZy =

(40) lim E

t
ds
0
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holds for ¢ > 0 (see Eq.(105) of Lemma 18 in §6.2 of [10]). Moreover, essentially, the cases
Ya?Yy1 and Yg}Yy2 are the symmetrically same. So only two cases I1o : Yg}Yy2 and oo :
YY,? should be discussed. In consequence, what really we have to show is the following
two lemmas.

Lemma 19. ([;2-type estimate) Fort > 0 we have

n(z,y) ledY2 / ds// x,y)dZ, dZ2

Lemma 20. (Iy-type estimate) Fort > 0 we have

n(z,y)dY,dy,; — / ds // (z,y)dZ2dZ7| =

Proof of Lemma 19. Basically the followings are essential key points when considering
the convergence of Io-type : [¥1] ”the law of m-sytem of interacting Brownian motions
starting at point (af, ..., a¥,) with a¥ = a%* converges as k — oo to the law of m-SCBM
started at (by,...,by,) under the condition (A.1) if a¥ — b; for each i”, e.g. see Theorem
2.4 of [3]. Especially it is easy to see that [*2] "6,x = d,, (as k — oo) for each i”; and

(41) hm E ds

(42) hm E ds =0.

also [*3] "Ny, = Nqo (as k — 00)”. Hence, for a proper random measurable integrand
H, we have [*4] 7 [ [[ HANy, — [ [[ HANy, (as k — o00) over the integral region D, =
[0,¢] x R x Wy”.

Lemma 21. For anyt > 0 we have

(43) // H5zl;dN9k—>/// H§,dN,,, as. as k — oo.
D. D.

Proof of Lemma 21. Here we use some abbreviated notation: e.g. [ H - N instead of
J [Jp. HAN. Then we readily obtain

|5  No, — [ (a15,)- 5,
< |/<Haz¢>-N9k—/(Hw-Nqo|+|/<H5m5>-Nqo—/(Hay>-Nqo|

<1 [ () Vo, = Nl + | [{H (G =6} |
=:J1 + Jo.
Essentially, J; — 0 yields from [*3] together with the discussion similar to the proof of

Lemma 17 in §6.2 of [10], and J» — 0 follows from [*2] and the Lebesgue type theorem.
q.e.d.

To go back to the proof of Lemma 19, we have immediately

t
n(x,y)deldez—/ ds// 77(J:,y)dZ;dZy2
0 A

t
ds
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t t
/ ds // ndYIldeQ—/ ds // ndelej
0 A 0 A
t t
/ ds / / ndY, dZ; — / ds / / ndZ,dZ;
0 A 0 A

=:J1 + Jo.

<

+

As to Ji, because we have

t
Jlg/ds//dyg
0 A

the assertion limg E{J;} = 0 follows from Lemma 21 and the same discussion as in Lemma
17 of [10]. While, clearly the Fubini theorem and [*2] together with (A.1), (A.2) and (A.4)
yields to limy E{J2} = 0 because

E{Jg}zE\/otds//An{/méy)-Nqo}dml—m
fo

and the almost sure convergnce Y,! — Z! with the total variation ||| - ||| a. This completes
the proof of Lemma 19. q.e.d.

)

[wb) o, — [ws,) Ny

supE[||(V! — Z") @ 6, (dz, dy)]|a

s<t

<t |lnlfsup E
s<t

Proof of Lemma 20. We readily get

t t
/ ds / / ndY, Ay, — / ds / / ndZ2dZ;
0 A 0 A

t t
/ ds / / ndY, Ay, — / ds / / ndZ;dy;
0 A ) 0 A )
t t
/ ds / / ndZz2dy,; — / / / ndz2dz;
0 A 0 A

=: K1 + K.

<

+

As to K1, since we have

[ { for o .}

the assertion limy E{K;} = 0 follows immediately from the Lebesgue type theorem and
Lemma 21 together with the discussion similar to Lemma 17 of [10]. While, because

[ s - o )

a simple application of Lemma 21 will take care of the convergence lim; E{K>} = 0. q.e.d.

K; <

Ky <

3

Summing up, the key assertion Proposition 11 has been proved.
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