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ABSTRACT. Let E be a smooth, strictly convex and reflexive Banach space, let Y* be
a closed linear subspace of the dual space E* of E and let IIy= be the generalized
projection of E* onto Y*. Then, the mapping Ey+ of E into E defined by Ey+ =
J~ My« J is called the generalized conditional expectation with respect to Y*, where J
is the normalized duality mapping from E into E*. In this paper, we prove two results
which are related to norm one linear projections and generalized conditional expectations
in Banach spaces.

1. INTRODUCTION

Let E be a smooth Banach space and let E* be the dual space of E. The function
¢: Ex E — R is defined by

$a,y) = lz]* = 2(z, Jy) + ||yl

for each =,y € E, where J is the normalized duality mapping from F into E*. Let C be a
nonempty closed convex subset of E and let T be a mapping from C' into itself. Then, T is
called generalized nonexpansive if the set F/(T') of fixed points of T is nonempty and

¢(Tz,y) < ¢(z,y)

for all z € C and y € F(T); see Ibaraki and Takahashi [23]. Such nonlinear operators are
connected with the resolvents of maximal monotone operators in Banach spaces. When
E is a smooth, strictly convex and reflexive Banach space and C is a nonempty closed
convex subset of E, Alber [1] also defined a nonlinear projection II¢ of E onto C' called the
generalized projection. Motivated by Alber [1] and Ibaraki and Takahashi [23], Kohsaka
and Takahashi [34] proved the following result: Let E be a smooth, strictly convex and
reflexive Banach space, let C* be a nonempty closed convex subset of E* and let I« be
the generalized projection of E* onto C*. Then the mapping R defined by R = J~!Il¢-J is
a sunny generalized nonexpansive retraction of E onto J~!C*. When Y* is a closed linear
subspace of E*, the authors [20] also defined the mapping Ey« = J !Ily.J and called
Ey « the generalized conditional expectation with respect to Y*. Then, they obtained some
results for generalized conditional expectations in the Banach space.

In this paper, we study the relationship between norm one linear projections and gener-
alized conditional expectations in a smooth, strictly convex and reflexive Banach space.

2. PRELIMINARIES

Throughout this paper, we assume that a Banach space F with the dual space E* is real.
We denote by N and R the sets of all positive integers and all real numbers, respectively.
We also denote by (z,z*) the dual pair of z € E and z* € E*. A Banach space E is said to
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be strictly convex if ||z + y|| < 2 for z,y € E with ||z]| <1, ||y]| <1 and = # y. A Banach
space F is said to be smooth provided

t —
et ty] —
t—0 t

exists for each z,y € F with ||z|| = ||y|| = 1. Let E be a Banach space. With each z € E,
we associate the set

J(x) ={z" € B* : (x,2") = |l||* = ||=*||*}-
The multivalued operator J : E — E* is called the normalized duality mapping of E. From
the Hahn-Banach theorem, Jx # () for each € E. We know that E is smooth if and only if
J is single-valued. If F is strictly convex, then J is one-to-one, i.e., z # y = J(z)NJ(y) = 0.
If F is reflexive, then J is a mapping of E onto E*. So, if F is reflexive, strictly convex and
smooth, then J is single-valued, one-to-one and onto. In this case, the normalized duality
mapping J, from E* into E is the inverse of J, that is, J. = J~!; see [43] for more details.

Let F be a smooth Banach space and let J be the normalized duality mapping of E. We
define the function ¢ : £ x E — R by

$(a,y) = |l2* — 2(z, Jy) + Iyl
for all x,y € E. We also define the function ¢, : E* x E* — R by
¢u(2”,y") = ™[ = 202", T y") + [ly*|I?

for all z*,y* € E*. It is easy to see that (||z|| — ||y||)? < é(z,y) for all z,y € E. Thus, in
particular, ¢(z,y) > 0 for all 2,y € E. We also know the following:

(2.1) oz, y) = d(z,2) + d(2,y) + 2(x — 2, Jz — Jy)
for all z,y,z € E. It is easy to see that

for all x,y € E. If F is additionally assumed to be strictly convex, then
(2.3) o(z,y) =0=z=y.

Let C be a nonempty closed convex subset of a smooth, strictly convex and reflexive Banach
space E. For an arbitrary point = of E, the set

{z€C:o(z,2) = ryrggé(y,x)}

is always nonempty and a singleton. Let us define the mapping Il of E onto C by z = llcx
for every xz € E, i.e.,

¢(Hex,x) = ggg oy, )

for every € E. Such Il¢ is called the generalized projection of E onto C; see Alber [1].
The following lemma is due to Alber [1] and Kamimura and Takahashi [31].
Lemma 2.1 ([1, 31]). Let C be a nonempty closed convex subset of a smooth, strictly con-
vex and reflexive Banach space E and let (x,z) € E x C. Then, the following hold:

(a) z =Tex if and only if (y — z,Joz — Jz) <0 for ally € C;

(b) ¢(z,1lcx) + ¢p(llow, x) < P(z, x).

From this lemma, we can prove the following lemma.
Lemma 2.2. Let M be a closed linear subspace of a smooth, strictly convexr and reflexive

Banach space E and let (x,z) € E x M Then, z =z if and only if
(J(x) — J(2),m) =0 for any m € M.
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Let D be a nonempty closed convex subset of a smooth Banach space E, let T be a
mapping from D into itself and let F(T") be the set of fixed points of T. Then, T is said
to be generalized nonexpansive [23] if F(T) is nonempty and ¢(Txz,u) < ¢(z,u) for all
z € D and u € F(T). Let C be a nonempty subset of F and let R be a mapping from
E onto C. Then R is said to be a retraction, or a projection if Rx = x for all x € C. It
is known that if a mapping P of F into F satisfies P2 = P, then P is a projection of E
onto {Pz : x € E}. The mapping R is also said to be sunny if R(Rx + t(x — Rx)) = Rz
whenever x € E and t > 0. A nonempty subset C of a smooth Banach space F is said to
be a generalized nonexpansive retract (resp. sunny generalized nonexpansive retract) of E
if there exists a generalized nonexpansive retraction (resp. sunny generalized nonexpansive
retraction) R from E onto C. The following lemmas were proved by Ibaraki and Takahashi
[23].

Lemma 2.3 ([23]). Let C be a nonempty closed subset of of a smooth and strictly convex
Banach space E and let R be a retraction from E onto C. Then, the following are equivalent:

(a) R is sunny and generalized nonexpansive;
(b) (x — Rx,Jy — JRx) <0 for all (z,y) € E x C.

Lemma 2.4 ([23]). Let C be a nonempty closed sunny and generalized nonexpansive retract
of a smooth and strictly convex Banach space E. Then, the sunny generalized nonexpansive
retraction from E onto C is uniquely determined.

Lemma 2.5 ([23]). Let C be a nonempty closed subset of a smooth and strictly convex
Banach space E such that there exists a sunny generalized nonezxpansive retraction R from
E onto C and let (x,z) € E x C. Then, the following hold:

(a) z = Rx if and only if (x — z, Jy — Jz) <0 for ally € C;
(b) ¢(Rzx,z) + d(z, Rx) < ¢(z, 2).

Let C be a nonempty closed convex subset of a smooth, strictly convex and reflexive
Banach space E. For an arbitrary point x of F, the set

eC:l|lz—z|| = mi —
(€l — 2l =minlly - )

is always nonempty and a singleton. Let us define the mapping Pc of F onto C' by z = Pox
for every z € F, i.e.,

Pox — | = min ||y —
| Pex — x| ryrgglly x|

for every x € E. Such P is called the metric projection of F onto C'; see [43]. The following
lemma is in [43].

Lemma 2.6 ([43]). Let C be a nonempty closed convex subset of a smooth, strictly convex
and reflerive Banach space E and let (x,2) € E x C. Then, 2 = Pox if and only if
(y—z,J(x—2)) <0 forallyeC.

An operator A C E x E* with domain D(A) = {z € F : Az # 0} and range R(A) =
U{Ax : x € D(A)} is said to be monotone if (x —y, z* —y*) > 0 for any (x,2*), (y,y*) € A.
An operator A is said to be strictly monotone if (z —y, 2* —y*) > 0 for any (x, z*), (y,y*) €
A (x # y). A monotone operator A is said to be maximal if its graph G(A) = {(z,z*) :
x* € Az} is not properly contained in the graph of any other monotone operator. If A
is maximal monotone, then the set A710 = {u € E : 0 € Au} is closed and convex (see
[44] for more details). Let J be the normalized duality mapping from E into E*. Then,
J is monotone. If E is strictly convex, then .J is one to one and strictly monotone. The
following theorem is well-known; for instance, see [43].
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Theorem 2.1. Let E be a reflexive, strictly conver and smooth Banach space and let
A: E — 27" be a monotone operator. Then A is mazimal if and only if R(J +rA) = E*
for all r > 0. Further, if R(J + A) = E*, then R(J +rA) = E* for all r > 0.

3. GENERALIZED CONDITIONAL EXPECTATIONS

In this section, we discuss sunny generalized nonexpansive retractions which are con-
nected with conditional expectations in the probability theory. We start with two theorems
proved by Kohsaka and Takahashi [34].

Theorem 3.1 ([34]). Let E be a smooth, strictly convex and reflexive Banach space, let
C* be a nonempty closed convex subset of E* and let llg- be the generalized projection
of E* onto C*. Then the mapping R defined by R = J 'lg-J is a sunny generalized
nonexpansive retraction of E onto J1C*.

Theorem 3.2 ([34]). Let E be a smooth, reflexive and strictly convex Banach space and
let D be a nonempty subset of E. Then, the following conditions are equivalent.

(1) D is a sunny generalized nonexpansive retract of E;
(2) D is a generalized nonexpansive retract of E;
(8) JD is closed and convex.

In this case, D is closed.

Motivated by these theorems, the authors defined the following nonlinear operator: Let
E be a reflexive, strictly convex and smooth Banach space and let J be the normalized
duality mapping from E onto E*. Let Y* be a closed linear subspace of the dual space E*
of E. Then, the generalized conditional expectation Ey« with respect to Y* is defined as
follows:

By = J 1y J,
where Ily- is the generalized projection from E* onto Y*. Such generalized conditional
expectations are deeply connected with conditional expectations in the probability theory;
see [21].

Let Y be a nonempty subset of a Banach space E and let Y* be a nonempty subset of
the dual space E*. Then, we define the annihilator ¥} of Y* and the annihilator Yt of Y
as follows:

Yi={x€FE: f(x)=0forall feY™}
and
Yt={fecE:f(zx)=0forallzcY}

Theorem 3.3 ([2, 20]). Let E be a reflexive, strictly convex and smooth Banach space and
let I be the identity operator of E into itself. Let Y* be a closed linear subspace of the
dual space E* and let Ey~ be the generalized conditional expectation with respect to Y*.
Then, the mapping I — Ey- is the metric projection of I¥ onto Y. Conversely, let Y be
a closed linear subspace of E and let Py be the metric projection of E onto Y. Then, the
mapping I — Py is the generalized conditional expectation Fy . with respect to Y+, i.e.,
I— Py =Fy..

In general, we know from Deutsch [13, 14] that the metric projection is not linear.
Let E be a normed linear space and let z,y € E. We say that = is orthogonal to y in
the sense of Birkhoff-James (or simply,  is BJ-orthogonal to y), denoted by x L y if
]l < flz + Ayll

for all A € R; see [6, 28, 29, 30]. We know that for z,y € E, x L y if and only if there
exists f € J(z) with (y, f) = 0; see [43]. In general, z 1 y does not imply y L . An
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operator T of E into itself is called left-orthogonal (resp. right-orthogonal) if for each
x€E, Te L (x —Tx) (resp. (x —Tx) L Tx).

Let E be a normed linear space and let Y;,Ys C FE be closed linear subspaces. If
Y1 NY; = {0} and for any x € E there exists a unique pair y; € Y1, y2 € Ya such that

T =y + Y2,

and any element of Y7 is BJ-orthogonal to any element of Y3, ie., y; L yo for any y; €
Y1,y2 € Yo, then we represent the space E as

EFE=Y &Y, and Y7 L Y>.
For an operator T of E into itself, the kernel of T is denoted by ker(T), i.e.,
ker(T)={zx € E: Tz =0}.

We also know the following theorem for generalized conditional expectations in a Banach
space.

Theorem 3.4 ([20]). Let E be a strictly convex, reflexive and smooth Banach space and
let Y* be a closed linear subspace of the dual space E* of E such that for any y1,y2 €
JY* gy +ye € JTIY*. Then, J71Y™ is a closed linear subspace of E and the generalized
conditional expectation Ey- with respect to Y* is a norm one linear projection from E to
J=YY*. Further, the following hold:

(1) E=JY*@ker(Ey+) and J71Y* L ker(Ey~);
(2) the operator I — Ey~« is the metric projection onto ker(Ey~).

In general, a nonzero bounded linear projection on a Banach space has a norm which
is more than or equal to 1. So, a norm one linear projection plays an important role in
functional analysis; see [36, 37, 41]. Now using nonlinear functional analytic methods, we
derive the following two representation theorems for norm one linear projections; see also
[5, 9].

Theorem 3.5. Let E be a strictly convex, reflexive and smooth Banach space. Any norm
one linear projection P of E into itself with Y = {Px : © € E} can be represented as
the generalized conditional expectation Ejy with respect to JY , where J is the normalized
duality mapping of E.
Proof. Let P be a linear projection of E into itself with ||P|| = 1. Then, the subsets
X={r€eE:Px=0}}andY = {Px € E: 2 € E} are closed linear subspaces of E.
In fact, since the operators P and Q = I — P are bounded linear projections, we have
that X and Y = {& € E : Qz = 0} are closed. Let P* be the adjoint operator of P,
ie., P*: E* — E* is a bounded linear operator defined by (Px,z*) = (x, P*z*) for any
x € E,z* € E*. P* is a linear projection on E* and ||P| = ||P*|| = 1. In fact, since
(z,(P*)22*) = (Px, P*z*) = (P?z,2*) = (Px,2*) = (x, P*z*), we have that P* is a linear
projection on E*.
From this, for any = € Y we have
[P*Jz| < [[Jx| = |l=|.

Further, for any = € Y we have

(@, P* Ja) = (P, Jx) = (,J) = o]

= (z, P*Jx) = ||lz]|* < ||| P*Jz||

= ||| < [|P* ],
Then, we obtain | P*Jx|| = ||z|| and (z, P*Jx) = ||x||?>. From the uniqueness of the normal-
ized duality mapping, we have P*Jx = Jz. The set Y* = {P*z* € E* : 2* € E*} satisfies
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that JY C Y*. Since E is reflexive, we have P** = P. So, J,Y* C Y. Then, we obtain
that

JY =Y*.
JY is a closed linear subspace of E*.

From Theorem 3.4, the generalized conditional expectation Fjy with respect to JY is a
norm one linear projection of E onto Y C E. Further, for any x € Y = P(E) = E;y(E)
we have Px = Ejyx = z. Setting Y = {E%,2* € E* : x € E*}, we have from above
arguments that for any 2* € JY we have P*z* = z* and Ejy 2" = z*. For any x € E we
have

|Esyz — Pz||? = (J(Ejyx — Px), Ejyx — Px)
J(Ejyx - P{E) EJyx> - <J(Ejyx - P{E)7P£L'>
Ejy J(Ejyx — Pz),z) — (P*J(Ejyx — Pz), )
J(Ejyx — Px),z) — (J(Ejyx — Px),z) =0

So, we obtain P = Ejy. O

(
=
=
=

Let E be a Banach space and let C' be a nonempty closed convex subset of £. Then, a
mapping T" of C' into itself with F(T') # () is said to be quasi-nonexpansive if |7z — m|| <
|z —m]| for all m € F(T) and = € C.

Theorem 3.6. Let E be a strictly convex, reflexive and smooth Banach space and let Y™
be a closed linear subspace of the dual space E* of E. If a projection P of E onto J~'Y™* is
quasi-nonezpansive, that is, |Px —m| < ||z —m|| for allm € J='Y* and z € E, then P is
the generalized conditional expectation Ey~ with respect to Y*. Furthermore, P is a norm
one linear projection.

Proof. Let P be a projection of E onto J~1Y* satisfying ||[Pz — m| < ||z — m]| for all
m € J1Y* and ¢ € E. Since Y* is a closed linear subspace of E* and J laz = aJ 'z
for all x € F and a € R, we have that for all @ € R with « # 0,

reJ W s arec YR
Fix r € E and m € J~'Y* such that ¢ J~'Y* and m # 0. For any k > 0, we have that
I m # 0. So, we have from the Hahn-Banach theorem that there exists {, € E* such

that <— —m £k> = H% - mH and ||€x]| = 1. Then, we have that

k
(52 -ma) < ‘&—mHzlllP%kml

k k
1

< gllr—bmil =g =]

(z-ma)
So,

(x — Pz, &) > 0.

We also have from the Hahn-Banach theorem that there exists &, of E* such that (m,&y,) =
|lm|| and ||&m || = 1. Since the norm of E* is strictly convex, such &, is uniquely determined.
In fact, if n # &, satisfies above properties, then %H < 1and

| 22552 = (i, 28— .
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x

This is a contradiction. When k tends to infinity, — —m converges to —m strongly. Further,

&, converges to —&,,, in weak* topology. In fact, let k,, > 0 for all n € N and k,, — oc.
T

Then z,, = — — m converges to —m. Since {&,} = {&k, } is bounded, there exists a subnet

kr,
{&n.. } of {&,} converging to some £ € E* in weak* topology. We may show & = —&,,,. Since
the norm of E* is lower semicontinuous in the weak™ topology, we have

€]} < lim inf [|&, || = 1.
On the other hand, we have that

[(=m, &) = [[zn. | = [(=m, &) — (2na, &na)l
< [=m, & = &)+ {=m — 25, €no)|-

Since (—m, & — &, ) — 0 and (—m — x,,, &, ) — 0, we have

[@n, [l = =(m, &) = (m, =£).

Since ||zp, || = [|m||, we have (m,—¢&) = ||m||. So we have

[ml| = (m, =&) < [lmll[|¢]]

and hence ||€|| > 1. Therefore, we have ||€|| = 1, (m, —¢§) = ||m|| and §{ = —&,,. Any weak*
convergent subnet of {£,} converges to —¢&,, in weak* topology. Then, we have that &
converges to —&,, in weak™ topology as k — oo. So, we obtain

(x — Px,&p) <0.

We know that Jm = ||m||&,,. Then we have that (x — Pz, Jm) < 0 for any m € J~1Y*
with m # 0. Since Y* is a closed linear subspace of E*, we have that

(x — Pz,y*) =0

for any * € Y*. We also know that for any 2, Px € J~'Y*. That Pz € J~'Y* and
(x — Pz,y*) = 0 for any y* € Y* imply that JPz € Y* and (J~'Jz — J-1JPx,y*) =0
for any y* € Y*. From the definition of Ily«, we have JPx = Ily«Jz. So, we obtain
Pz = J 'Mly-Jz. This implies Pz = Ey-x. So, we have P = Ey.. We also have that
the range of P is convex. In fact, let z,y € P(E) = J7'Y* and 0 < a < 1. Putting
z =az+ (1 — a)y, we have ||Pz — z|| < ||z — z|| and ||Pz — y|| < ||z — y||. Hence, we have
that
e —yll < llz = Pzl + [Pz —y[| < [z = z[| + |z = yll = l= — ]|

This implies that ||z — z| = ||z — Pz|| and ||y — z|| = ||y — Pz||. Since E is strictly convex,
we have z = Pz. Therefore, P(E) = J 1Y* is convex. So, for any y;,y2 € J~1Y*, we have
% € J7Y*. From # € J7'Y*, we have y; +y2 € J 1 3Y* = J-'Y*. Then, for
any y1,y2 € J'Y*, we have y; +y2 € J~'Y*. So, we have from Theorem 3.4 that J~1Y™*
is a closed linear subspace of E. Further, from Theorem 3.4, the mapping P = Ey~ is a
norm one linear projection. O

Using Theorems 3.5 and 3.6, we obtain the following corollary.

Corollary 3.1. Let E be a strictly convez, reflexive and smooth Banach space and let Y™ be
a closed linear subspace of the dual space E* of E. If the generalized conditional expectation
Ey- is a quasi-nonexpansive projection of E onto J~'Y*, then it is a norm one linear
projection and J~1Y* is a closed linear subspace in E. Conversely, any norm one linear
projection is a quasi-nonexpansive generalized conditional expectation.
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Proof. If the generalized conditional expectation Ey+ is also a quasi-nonexpansive projec-
tion of E onto J~1'Y*, from Theorem 3.6 it is a norm one linear projection.

Conversely, from Theorem 3.5, any norm one linear projection is both a generalized
conditional expectation and a quasi-nonexpansive projection. O

4. ANDO’S THEOREM

Let (©,%2, u) be a probability space. For any p with 1 < p < oo, let LP(2() be the space
of real valued measurable functions such that [, [z(w)[Pdp < oo. For p = oo we denote
by L>°(2() the space of real valued measurable functions such that esssup |z(w)| < co. For
any p with 1 < p < oo, L>®(2) is a subspace of LP(2A). For any p with 1 < p < oo,
the space E = LP(A) with [z]| = ([, |2(w)[Pdp)'/? is a Banach space. Further, we know
that the space LP(21) with 1 < p < oo is uniformly convex and uniformly smooth. The
dual pair of E = LP() with 1 < p < oo is described as follows: LP()* = L9(2) in
which ¢ is the conjugate exponent of p, i.e., g satisfies % + % = 1. The duality is given as
(x,2%) = [ 2" (w)z(w)dy for 2 € LP(A) and z* € LI(A). For any p,q with 1 < p,q < oo
and % + % =1, we denote by J, the normalized duality mapping of LP(2). Then, we know
that for any x € LP(2) with = #£ 0,

Jpw = |l 7P|z P~

and Jp: LP(A) — L9(A) is one to one and onto. Further, we know that .J; ' = J; : LY(2) —
Lr(A).

For p with 1 < p < oo and A € 2, we define a linear projection 14 : LP() — LP(2) as
follows: For any x = z(w) € LP(2),

r(w), ifweA,
1“:1”(“’):{0() ifwd A

And a family of subsets R is called a ring if and only if § € R and for all A and B in R,
we have AU B € R and B\A € R. A ring R is called a o ring if and only if any countable
union of sets in R is in K.

In 1966, Ando [3] showed that for 1 < p < co with p # 2, all norm one linear projections
on LP are similar to conditional expectations; see also [18]. Using our representation theorem
(Theorem 3.5), we shall derive Ando’s theorem ([35, p. 160]). Before deriving it, we need
the following lemmas.

Lemma 4.1 ([35]). Let P be a norm one linear projection on E = LP() with 1 < p < oo
and p # 2. Ify € P(E), then

Loupp{yy © P = P 0 Loupp(y}
where supp{y} = {w € Q:y =y(w) #0} € 2A.

Lemma 4.2 ([35]). Suppose 1 < p < oo and p # 2, and let P be a norm one linear
projection on LP (). Define §o to be the set of supports of all functions whose equivalence
classes are in P(E). Then, the following hold:

(1) §o is a sub-o ring of A;
(2) for fived y € P(E), y~' - Px is §o measurable for any x € E such that supp{z} C
supp{y}-
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If y € LP(A, p), then the measure |y|[Pdu restricted to any sub-ring §, of  is finite. By
the Radon-Nikodym theorem we may define the conditional expectation Ej_ |,» for the
measure |y|Pdy relative to sub-ring §. Eg_ |,» is uniquely determined by the equation

(4.1) /A 2 ylPdp = /A (Bs, op2) lulPdi (A€ o)

for z € L'(Q, 2, |y[Pdu), and the condition that Eg_ |, »2 is §o measurable; see (35, p. 158~
159]. Using these lemmas, we can obtain Ando’s theorem.

Theorem 4.1 ([35]). Suppose 1 < p < oo with p # 2 and that P is a norm one linear
projection on E = LP(A, ). If y € P(E) and x € E such that supp{z} C supp{y}, then
Pz =yEg jyo(z-y™).

Proof. We may consider that ||y|| = 1. From Theorem 3.3 and the same argument in the
proof of Theorem 3.6, we have for any x € F,

(x — Pz, Jy) =0.
Since for any 21,29 € E, fQ z1 - Jzod < oo and from Lemma 4.1 we have supp{Pz} C
supp{y}, we have that for any = € F such that supp{z} C supp{y} and A € F,,
(laz — Polyx,Jy)=0
=(lgx —1a0Px,Jy) =0

é/le-Jyduz/lePx-Jydu
Q Q
é/x-Jydu:/Px-Jydu
A A
=>/af-|y|”y’1dM=/ Pz - [ylPy~ du
A A

= [ @y Pl = [ (Pl < o

1

Since Px -y~ is §, measurable, from the uniqueness of Ex_ |,» we have

Pr-y=t = Eg jyp(z-y7).
Since supp{Px} C supp{y}, we obtain
Px = yBz_ ez y).
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