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Abstract. In this research, a selection method of non-dominated schedules is investi-
gated on m machines open shop scheduling problem with maximum completion times
for each of machines as multiobjective. In formulation of the problem, we introduce a
concept of schedule vector and lexicographic ordering based on burdened machine. For
this problem, the aim is to find a preemptive schedule that lexicographically minimizes
the maximum completion times Cmaxi, i = 1, 2, · · · , m on m machines Mi, respec-
tively. We propose a flexible algorithm and discuss its validity and computational
complexity.

1 Introduction In this paper, we consider multiobjective scheduling problem (GLSP:
Generalized Lexicographical Scheduling Problem) on m machine open shop with maximum
completion times for each of machines as multiobjective. For this problem, the aim is
to find a preemptive schedule that lexicographically minimizes the maximum completion
times Cmaxi, i = 1, 2, · · · , m on m machines Mi, respectively. in [1], S.S.Han and H.Ishii
analyzed problems on two and three machines. As a special case of vector formulation,
we deal with the lexicographic formulation by introducing schedule vector. We utilize
lexicographical ordering[2] to compare one schedule vector with the other. In order to solve
our problem GLSP, we propose a solution procedure (GLSA:Generalized Lexicographical
Scheduling Algorithm) which utilizes the max-min matching on level[2] weighted bipartite
graph for constructing schedule and base on the similar idea to T.Gonzalez and S.Sahni [3].

Section 2 is devoted to the preliminary involving the notations and terminology, and
formulate our problem. In section 3 and 4, we propose a solution procedure GLSA for
solving our problem, and discuss its validity and computational complexity.

2 Formulation of problem The GLSP dealt with is specified as follows :

(1) There are m machines M1, M2, · · · , Mm and n jobs J1, J2, · · · , Jn each of which con-
sists of m operations.

(2) Each job Jj has m processing times pji corresponding to operation on Mi, respectively.

(3) All jobs are open shop type, i.e., the processing order of m operations of each job is
not specified. So processing of each job can be started on any machine.

(5) The objective is to find a schedule which minimizes the maximum completion times
on m machines lexicographically.

We consider a following bipartite graph G = (J
⋃

M, E). J = {J1, J2, · · · , Jn} is a set
of jobs to be processed on a set of machines M = {M1, M2, · · · , Mm}. E = {ej1 | tj1 �=
0}⋃{ej2 | tj2 �= 0}⋃ · · · {ejm | tjm �= 0} (j = 1, 2, · · · , n) is a set of edges, where pji denotes
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the processing time of operation of job Jj on machine Mi. We associate pji with edge eji

and let P (Jj) denote sum of processing time on edges incident to node Jj . So sorting
different P (Jj), let 0 .= L0 < L1 < L2 < · · · < Lt and define Lh = {Jj | Lh = P (Jj), j =
1, 2, · · · , n, h = 1, 2, · · · , t}. If Lp > Lq(p, q = 1, 2, · · · , t, p �= q), then a job belongs to Lp

has a higher level than a job belongs to Lq. When levels are associated with all jobs on
above bipartite graph, we call this level bipartite graph[1]. Further we associate the weight
wji with edges eji on the level bipartite graph and call this level edge-weighted bipartite
graph. That is, (pji, wji) is associated with edge eji on the level edge-weighted bipartite
graph. Let X be a Modified Max-Min matching from M to J defined as below : Given
an level edge-weighted bipartite graph, X is the maximum-cardinality matching for which
the minimum of weights of the edges with respect to wji in the matching is maximum. And
we define µ as follows :

µ = min{pji | eji ∈ X, j = 1, · · · , n, i = 1, · · · , m}.(1)

By T. Gonzalez and S. Sahni., optimal value Cmax∗ of the maximum completion time is

Cmax∗ = max{Ti =
n∑

j=1

pji, max
j

(
m∑

i=1

pji)}(2)

Under the above setting, our problem is formulated as follows :

GLSP :
∣∣∣∣

Lex min Lex max(Cmaxπ
1 , · · · , Cmaxπ

m)
subject to Cmaxπ

1 , · · · , Cmaxπ
m ≤ Cmax∗, π ∈ Π.

Where, π denotes set of schedules.
¿From above Cmax∗, our problem can be divided into two cases.

One case is Cmax∗ = Ti(i = 1, 2, · · · , m). We call this Case-1. The other case is

Cmax∗ = max
j

(
m∑

i=1

pji) as Case-2.

3 Solution procedure Case-1: By giving Lh(h = 1, 2, · · · , t) as the level to all jobs,
construct a level bipartite graph G. For considering lexicographical scheduling problem with
respect to Cmax1,Cmax2,· · · ,Cmaxm, introduce vector T with Ti(i = 1, 2, · · · , m) as its
components. By Lex max transform Ti, lexicographically the greatest vector (Tπ(1),Tπ(2),· · · ,
Tπ(m)) can be found, where Tπ(1) ≥ Tπ(2) ≥ · · · ≥ Tπ(m) and π(i) is the corresponding per-
mutation. Based upon this order, give weight wj̄ī = mn − n(i− 1)− (j − 1) on edge eji on
graph G, where j̄(̄i) denotes the j-th(i-th) job index of remaining job(machine) of J(M).
For this wji, find the max-min matching X from Mi to Jj using the modified max-min
matching algorithm. Let this matching be X = {e1, e2, · · · , ek} with maximum cardi-
nality |X | = k(≤ min{m, n}). Next, compute µ as described in expression (1) of section 2.
The jobs incident to the edges e1, e2, · · · , ek are scheduled on their respective machines for a
time period of µ, and the processing time of at least one edge is deleted(i.e. the processing
time of at least one edge becomes zero). By scheduling a job on its respective machine
we mean that if (Jj , Mi) is one of the edges in the matching, then job Jj is processed on
machine Mi for µ units of time. This process is repeated until all edges are deleted. Now
we are ready to give an efficient algorithm GLSA minimizing maximum completion time
on each machine and discuss the validity and computational complexity of GLSA.

Algorithm GLSA

Step 0 : Construct level bipartite graph G = (J
⋃

M, E) with n + m nodes.
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Step 1 : Let T = (T1, T2, · · · , Tm) and Lex max transform of T , T = (T1̄, T2̄, · · · , Tm̄) where
T1̄ ≥ T2̄ ≥ · · · ≥ Tm̄.

Step 2 : Based on T̄ , determine processing sequence of machines.

Step 3 : Based on the sequence of machines, construct level edge-weighted bipartite graph Ḡ
so that wj̄ī = mn − n(i − 1) − (j − 1) associated with eji.

Step 4 : Execute subalgorithm modified max-min matching algorithm.

Step 5 : For X , compute µ by expression (1) in section 2 and transform an amount of µ to
schedule with respect to machines and jobs corresponding.

Step 6 : Reduce an amount of µ from processing time of edges belong to X . As a result of
reducing, at least one edge is deleted. Let E be set of remaining edges.

Step 7 : If E = ∅, that is ,all edges are deleted, then Stop. Otherwise, let remaining graph be
G, return to step 3.

modified max-min matching algorithm

Step 4.0: For wji on Ḡ, set X = ∅,the value of threshold W = +∞ and σj = −∞ for each node
j ∈ J . No nodes are labeled.

Step 4.1: lexicographical labeling

S 4.1.1: Give the label ∅ to each exposed node in M .
S 4.1.2: If there are no unscanned labels, go to step 4.3. If there are unscanned labels,

but each unscanned label is on node i in J for which σi < W , then set W =
max{σi | σi < W}.

Step 4.1.3: Find a node i with an unscanned label such that
case i ∈ M : max{i | P (i)} based on T ,
case i ∈ J : max{i | P (i)} based on Job’s level,
where either i ∈ M or else i ∈ J and σi ≥ W . If i ∈ M , go to step 4.1.4; if i ∈ J ,
go to step 4.1.5.

S 4.1.4: Scan the label on node i(i ∈ M) as follows. For each edge eji /∈ X incident to i,
if σj < wji and σj < W , then give node j the label i and set σj = wji. Return
to step 4.1.2.

S 4.1.5: Scan the label on node i(i ∈ J) as follows. If node i is exposed, go to step 4.2.
Otherwise, identify the unique edge eji ∈ X incident to node i and give node j
the label i. Return to step 4.1.2.

Step 4.2: Augmentation
An augmenting path has been found, terminating at node i. The nodes preceding
node i in the path are identified by backtracing from label to label. Augment X by
adding to X all edges in the augmenting path that are not in X , and removing from
X those which are. Remove all labels from nodes. Set σj = −∞, for each node j in
J . Return to step 4.1.1.

Step 4.3: Hungarian Labeling
No augmenting path exists, and the matching X is a max-min matching of maximum
cardinality. Let L ⊆ M ∪ J denote the set of labeled nodes. Let ej′i′ ∈ X be such
thatwj′i′ = min{wji | eji ∈ X}.
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In step 3 of GLSA, wji denotes a priority such that machine Mi may choose job Jj .
Since wji is based on lexicographical order considering from the machine side, always
wjk > wjl(Tk > Tl, k �= l). For wji, the modified max-min matching X in step 5 give
the assignment such that the most burden machine with respected to remaining processing
times choose job with the highest level as possible. Concretely, in step 4.1.2, we can control
it under the T and job’s level. Consequently we have to show that this assignment will lexi-
cographically minimize the completion time on each machine. That is, in order to prove the
validity of GLSA, we have to show the existence of schedule with completion time Cmax∗

and schedule such that corresponding schedule vector is lexicographically minimized.

Theorem 1
For our problem of finding lexicographically minimize completion time on each machine,

GLSA finds an optimal preemptive schedule in the sense of T̄ .

proof : In order to prove the validity of GLSA, we have to show the existence of
schedule with the completion time Cmax∗ and the lexicographical minimization. First of
all, we consider bipartite graph G′ = (J ′ ⋃ M ′, E′) to prove that the existence of schedule
with the completion time Cmax∗. J ′(= J

⋃
J ′′) is a set of jobs to be processed on a

set of machines M ′(= M
⋃

M ′′), where J ′′(M ′′) represents m(n) fictitious jobs(machines).
E(= E

⋃
E1

⋃
E2

⋃
E3) is a set of edges between J ′ and M ′. Now a set of edges E1

connecting J to M ′′ is added in such a way that P (Jj) = Cmax∗, 1 ≤ j ≤ n.

E1 = {ejm+j | tj,m+j = Cmax∗ − P (Jj) �= 0}

A set of edges E2 is included to connect M to J ′′ in such a way that P (Mi) = Cmax∗, 1 ≤
i ≤ m.

E2 = {en+ii | tn+i,i = Cmax∗ − P (Mi) �= 0}
Finally, a set of edges E3 connecting J ′′ to M ′′ is added to make P (Jj) = P (Mi) =
Cmax∗, j = n + 1, · · · , n + m, i = m + 1, · · · , n + m. One may easily verify that E3 can be
so constructed. Furthermore, if we suppose identical Lex max transform and weight wji,
without of generality, we may construct a level edge-weighted bipartite graph Ḡ′ connecting
Ḡ = {J ⋃

M, E} to Ḡ′′ = {J ′′ ⋃ M ′′, E3} by E1,E2.
Now under above setting, in order to prove that the existence of schedule with the

completion time Cmax∗, we have to show that there is a complete matching X on Ḡ(⊂ Ḡ′)
at each iteration by GLSA. From [4], since it is clear that there is always a complete
matching X ′ with cardinality n + m on Ḡ′ at each iteration, it is sufficient to show that
we may product X ′ involving X on constructing G′. Let the max-min matching X with
cardinality k(≤ min{n, m}) be XJM for Ḡ. By augmenting edges in E1(E2) from n −
k(m−k) exposed nodes to M ′′(J ′′), we may obtain matching XJM ′′(XMJ′′) with cardinality
n − k(m − k). Accordingly, total cardinality |XJM | + |XJM ′′ | + |XMJ′′ | = m + n − k is
obtained. For remained XJ′′M ′′ with cardinality k, we can easily find it from the property
of connecting E3 mentioned above.

Consequently, since a matching X ′ of size n+m involving the max-min matching X can
be found at each iteration, all n + m machines are kept busy at all times(either processing

real or fictitious jobs). The total processing time needed is
n+m∑

1

P (Mi) = (n + m)Cmax∗.

Hence the maximal completion time of the schedule is (n + m)Cmax∗/(n + m) = Cmax∗.
Under the assumption that there is a schedule with completion time Cmax∗, it is suf-

ficient to consider the precedence relation of two max-min matchings X1 with cardinality
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p and X2 with cardinality q corresponding any schedules. If p > q,then it is clear that
X1 precedes X2 from max-min matching. If p = q, then precedence relation depends on
minimum weight w1 and w2 of X1 and X2, respectively. If w1 > w2, then X1 precedes
X2. It is not difficult to prove this using the property, since the weight wji is based on
lexicographical order considering from the machine side, always wjk > wjl(Tk > Tl, k �= l).
If w1 = w2, then one with greater sum of weights precedes the other.

Theorem 2

The time complexity of GLSA is O(rm2n2), where n is the number of jobs, m is the
number of machines, and r is the number of nonzero operations. r is equal to max{n, m}.

proof : Since each time a max-min matching is found one edge is deleted, all matchings
have to be found at most O(r) times. Hence the maximum number of preemptions for
machines is O(r). For a max-min matching, the number of W in step 4.1 does not exceed
the number of distinct edge weights, i.e., mn. For each W , the augmentation computation is
O(mn). Thus, the procedure of finding a max-min matching takes O(m2n2). Consequently,
the computing time of GLSA is O(rm2n2)

4 Solution procedure Case-2: For the case of Cmax∗ = max
j

(
m∑

i=1

tki), if there is Jl

with sufficiently great processing time less than Jk, it is not easy to find 2m nondominated
solutions with completion time Cmax∗.

Then for the Case-2, we shall find not the nondominated solutions but an optimal
solution to lexicographically minimize maximum completion time on each machine as Case-
1. It is not trivial from results of Case-1. The Case-2 can be reduced to Case-1 whose
Cmax∗ is T ′

i = Ti + P (Jd), simply, by supposing dummy job Jd and edge (Jd, Mi) with
tdi = min{Cmax∗ − Ti, i = 1, 2, 3} as processing time and wdi = 0.

Hence we can construct level edge-weighted bipartite graph with n + m + 1 nodes and
may obtain the solution by solving GLSA. Under above setting, we can obtain following
theorem.

Theorem 3

For our problem of finding lexicographically minimize completion time on each machine,
by supposing Jd, GLSA finds an optimal preemptive schedule.

proof : It is clear from theorem 1.

Without Considering burdened machine, importance ranking of machines depends on
decisin maker in general. So, we suppose that z non-dominated schedules π(= 1, 2, · · · , z)
are obtained by the above assumption and m elements Cmaxy(y = 1, 2, · · · , m) of schedule
vector V are ranked in decreasing order of importance of machines by decision maker.
The problem(SM) to select reasonable non-dominated schedules is likely to obtain overall
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desirability index θπoπo for each non-dominated schedule πo and is formulated as follows.

SM :

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

θπoπo(ε) = Maximize
m∑

y=1

wyCmaxπoy

subject to
m∑

y=1

wyCmaxπy ≤ 1

(π = 1, 2, · · · , z)
wy − wy+1 ≥ d(y, ε)
(y = 1, 2, · · · , m − 1)
ws ≥ d(m, ε)

(3)

Where, wy, d(y, ε) and Cmaxπy denote weight reflecting importance objective, a nonneg-
ative function to be nondecreasing in ε(discrimination intensity function) and objective
Cmaxy’s value for schedule π, respectively.
Note that this problem is equivalent to the well known DEA-Assurance Region Model. See
[3].

5 Conclusion We proposed a selection method to find reasonable non-dominated sched-
ules based on lexicofraphical ordering and Cook and Kress’s voting model on open shop.
As remained subject, another multiobjective problem on shop and parallel environment can
be considered.
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