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ABSTRACT. In this study, we consider the order-preserving properties of Rasch model (Rasch,
1960) and linear logistic model(Fischer, 1994) in marginal maximum likelihood estimation (MMLE).
More specially, we focus on the "manifest probability," as discussed by Cressie and Holland
(1983) and derive the order-preserving statistics for the item parameters. We also derive order-
preserving statistics for the ability parameters in maximum likelihood estimation under the condi-
tion that the estimates of the item parameters are already given. Both sets of statistics are derived
using the characteristics of arrangement increasing functions (Hollahdkr1977, Marshalet

al., 2011). It is notable that the order-preserving statistics of the Rasch model in MMLE coin-
cide with those of other estimation techniques, such as joint maximum likelihood estimation and
conditional maximum likelihood estimation. However, while the marginal maximum likelihood
estimates and the conditional maximum likelihood estimates are consistent, the joint maximum
likelihood estimates are not. Here, we discuss the reasons for such coincidences, as well as the
types of bias that occur in inconsistent estimates.

1 Introduction In this study, we consider the ordering properties of Rasch model (Rasch, 1960)
and linear logistic model(Fischer, 1994) in marginal maximum likelihood estimation.

First, we introduce the Rasch model. Suppose a test comgrigess administered ta ex-
aminees. LetX;; = {0,1} be the response of theth examinee to thg-th item. When the-th
examinee responds withlao thej-th item, the corresponding probability is

exp(0; + f;)

(1) Pij(eiaﬁj):P(Xij:1;0’B):m7

whered; is the ability parameter for theth examinee ang; is the item parameter for thjeth item.
In addition,® = (64, ..., 0,) is ann-dimensional vector of ability parameters add= (51, ..., k)
is ak-dimensional vector of item parameters. One of major estimation methods for the Rasch model
is maximum likelihood estimation. In the Rasch model, the form of the likelihood function is

n k
L6,81x) = []TI{Pi0: 8" Qi;6:8;) "}

i—lj—l
B exp {(6; + B;)}*"
- HH T+ exp(@+ )

@ o |y R

i=1j=1 1+exp +BJ)

where X represents a matrix of all responses for the test,s the observed response of thth
examinee to thg-th item, and?);; (0;, ;) = 1 — P;;(60;, 5;)-
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Three maximum likelihood estimation techniques have been proposed, all of which use (2): joint
maximum likelihood estimation (JMLE), marginal maximum likelihood estimation (MMLE; Bock
and Lieberman, 1970, Thissen, 1982), and conditional maximum likelihood estimation (CMLE;
Andersen, 1972). The JMLE technique estimaleand 3 simultaneously by maximizing (2).

In contrast, the CMLE and the MMLE techniques rem@&é&om (2) and estimatg separately.
Holland (1990) discussed the relationship among these estimation techniques. He compared the
log-likelihood functions of the three techniques and concluded that JIMLE and CMLE can both be
viewed as approximations to MMLE. In other words, we can regard MMLE as being more general
than JMLE and CMLE. On the other hand, Grayson (1988) and Huynh (1994) presented their ba-
sic results as the monotone likelihood ratio for the order-preserving property of the dichotomous
response model. In addition, Bertoli-Barsotti (2003) derived the order-preserving property for the
Rasch model using JMLE and CMLE, but not MMLE. Thus, in this study, we focus on the order-
preserving property of the Rasch model based on MMLE.

In MMLE, we remove the ability parameter from the likelihood function (2) by integration.
Cressie and Holland (1983) discussed the "manifest probability” for the Rasch model. The manifest
probability can be obtained by integrating the ability parameitefor each examinee. Thus, it
corresponds to the marginal likelihood for each examinee. The form is

© p(@) = [ TLIP 6.5 (1 - Py(6.5)) ] dr @),

wherez; is observed response fpith item,x = (21, z2,- - - , 21), F(9) is the distribution function

for 6 andP; (6, ;) = M. They also derived the log-likelihood function for the Rasch

~ 1+exp(0+B;)
model (1). Here, the form is

k k
4) ImLBIX)=c+na+d 5B+ > ryt),
j t

where

n!
[L, m()!’

m(x) is the number of examinees whose item response vecior is

c=log

s; is the number of examinees who answered 1 tgjtlfeitem,

¢ is the number of examinees who answeré#éms as 1 on the test,

a = Inp(0), where0 is ak-dimensional vector all of whose elements are 0,
v(t) =log [ u'dG(u), with translationu = exp(f),

andG(u) is a distribution function constructed frod (=) with

exp 0dF'(0)

dG(u) = - .
P(O)IT; {1 +exp(0 + 5;)}

One of extension of the Rasch model is linear logistic test model (LLTM, Fischer,1994). The
LLTM is defined by adding below conditions

p
(5) Bi = wjid
=1
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to (1). Here,6;,1 = 1,...,p are basic parameter of the LLTM ang}; are given weights for the
basic parameter§.
For the MMLE of the LLTM, we substitute (5) and maximum likelihood estimate ,of

& =lIn(rg/n)

into (4). Such modification of likelihood function was also evaluated in Tjur(1982) and Ander-
sen(1997). Then, (4) is modified as

p k
(6) In L(8|X) :c+nd+2vlél +Zrt'y(t) = In L(8]v),
1 t

wherey; = Y7 Zf zijwj; andv = (v, v, ..., 0p).

In this study, we use the log-likelihood function (4) and (6) to derive the order-preserving prop-
erties of the MMLE technique, as well as in related maximum likelihood estimation techniques.
We use the characteristics of an arrangement increasing function (Holletnaler1977, Marshall
et al, 2011) for deviations among the order-preserving properties. In our results, we assume that
the maximum likelihood estimates described above exist and are unique. These assumptions are
related to the form of the response matkixand the rank of weight matri¥” = [w;;].(for details,
see Fischer (1981,1994)).

The remainder of the paper is organized as follows. The preliminaries and main theorems are
presented in section 2. Finally, section 3 discusses our results and concludes the paper.

2 Preliminaries and the main results As mentioned previously, we use some characteristics
of arrangement increasing (Al) functions (Hollandxral, 1977) to derive the order-preserving
properties of the Rasch model and the LLTM. To begin with, we introduce some definitions, as per
Marshallet al(2011) and Boland and Proschan(1988).

Definition 1. Let a andb ben-dimensional vectors. We define equaltyas

(aIl, bIl) £ (a,b),

wherell is an arbitraryn x n permutation matrix.

Clearly, we find(a,b) = (a4,bll;) = (a, bll,), wherell; is a matrix such thatIl; = at
andII; is a matrix such thatll, = a,. Here, we use the ordered vectarsanda , which are the
vectors with components af arranged in ascending order and descending order, respectively.

Then, we define a partial ordeii for vector arguments. This definition corresponds to special
case denoted by Boland and Proschan(1988).

Definition 2. Leta andb ben-dimensional vectors. First, we permut@andb so that
(@) (a,b) = (ay,b).

Here, b’ = bll; andlIl; is the permutation matrix such thafl; = a+. Then, we generate a
vectord; ,,, from b’ in (7) by interchanging théth and then-th componenti(< m) of b such that

by > b,,. Finally, we define the partial ordér as
(aT7 b/) < (aT7 b?,m)‘

Therefore, it holds thata:, by) < (ay,br) < (a,b) < (as,br) < (ay,by).
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Example 1 Leta = (7,5,3,1) andb = (6,4, 8,2). Then,

(@,b) £ ((1,3,5,7),(2,8,4,6)) < ((1,3,5,7), (2,4,8,6))
<((1,3,5,7),(2,4,6,8)) < ((7,5,3,1), (8,6, 4,2)).

Definition 3. An Al function is a function,g, with two n-dimensional vector arguments that
preserves the ordering. Thus, ifg is Al, it holds thatg(a, b) < g(at, b ,,,) for n-dimensional

vectorsa,b,a+,b; .., such thata, b) < (@, b))

L,m?

Here, we find
(8) glay,by) = g(ay, by) < g(a,b) < g(ay,by) = g(ay, by)

for Al function g, which describes the same case as the partial ei:cder

Next, we prepare a lemma (without proof) that describes the necessary and sufficient condition
for Al functions containing summation forms.

Lemma 1. (Marshallet al, 2011, p.233) Ify has the formy(a,b) = 3., ¢(ai, b;), theng is
Al if and only if ¢ is L-superadditive.

In Lemma 1, L-superadditive is the function that satisfies

(9) % (a,b) > 0.

On the other hand, when we consider the log likelihood function in (4), we findcthatand
Zf r4y(t) do not include item parametgs. Also, we find that

1
a=1Inp(0) = ln/l?[HeXp(MdF(@)

is invariant for rearrangement withj. Thus, for considering the order-preserving properties, we
focus on a part ol L:

k
(10) I(s,8) = siB,

wheres is a vector consisting of;(j = 1,. .., k) in (4). This means that we only need to focus on
I(s,) in (10) to deriveB. Here,,é is a vector of maximum likelihood estimates, which maximize
the log-likelihood in (4).

Now, we propose the main theorem. .
Theorem 1 Let s* be a rearranged vector such tlit = s and 3 be the marginal maximum
likelihood estimates vector that maximizés*, 3). Then,3 = ;.

Proof. First, we find thai(s, 3) in (10) is permutation invariant in the sense that 3) =
I(sII, BII) for any permutation matriXI. By this permutation invariance and the uniqueness of the
marginal maximum likelihood estimates, we obtain

I(s,8) = I(s*, BILE) = I(s*, B),

wherell? is a permutation matrix such thelll* = s*. Thus, we find that botfs and3 are marginal
maximum likelihood estimates, and thais a rearranged form g3.
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On the other hand, as $; is L-superadditive for variables; and;, from (9), it follows that
I(s,B) is Al by the Lemma 1. Then, by the property of Al functions described in (8), it holds that

I(s*,8,) <1(s*,B) < 1(s*, By),
for givens* and3. As 3 is the estimate that maximizégs*, 3), it follows that@ = 3;. Conse-
quently, it holds tha = 3, .O

Estimating the ability parametét often occurs under the condition that estimates3adre
already given. This estimation technique corresponds to maximizing the likelihood function with
given item parameter8in terms off. The form of the likelihood function is

k eXp{ﬂCij(ei‘f'Bj)} B eXp{(Z?ﬂ‘gitiZ?ﬂﬁAﬁj}

s
—

L(9|B7 X) ~ - n k N
iz o Lhexp(@i+5;) T T, {1 + exp(0; +Bj)}
(11) = L(6]8,1),
wheret; = Z;‘f X,; andt = (1,12, ...,t,). In other words, this maximum likelihood estimate

maximizesL(0|B, t) in (11). We derive the order-preserving statistics/Bor

Theorem 2 Let t* be a rearranged vector such that= ¢, and let be a vector of the
maximum likelihood estimates that maximize&|3, t*) in (11). Thend = ;.

Proof. This theorem is proved in the same way as Theorem 1. First, we evaluate the log-
likelihood function of (11). We write this function as

(12) InL(6|B,t) = O;ti +n— (6, B),
=1

wheren = Z?zl f,s; is a constant under the condition tithis given andh(9, 3) = Sy 2?21 log {1 + exp(6; + Bj)}

Itis clear thath(6, 3) is invariant for rearrangement withéh Thus, we focus on

n

(13) 1(t,0) =) 0it;
=1
when estimating. Then, we find that(¢, ) is permutation invariant, and thétis a rearranged

vector off. Here,d is the conditional maximum likelihood estimates fog L (6|3, t) in (12). As
l(t, 0) is L-superadditive](t, 8) is Al. Then, it holds that

l(t*véi) < l(t*vé) < l(t*aéT)‘

As 6 is the vector of maximum likelihood estimates that maximizgs®) in (13), andé is a
rearranged vector ¢8, it follows that@ = 6.0

Analogue to the MMLE of the Rasch model, the order-preserving properties holds for the
MMLE of the LLTM. R 3

Theorem 3 Letwv* be a rearranged vector such thet = v, and letd andd be a vector of
the maximum likelihood estimates that maximiZg®|v) and L(d|v*) in (6), respectively. Then,
=6

Proof. As with the proof of Theorem 1 and 2, we focus on

(14) l(u,d) = Zp:vl&
l
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in (6). From such permutation invariant kif, §) and the existence and uniqueness of the MMLE
of the LLTM, we find thatd is a rearranged form af. On the other hand, d$u, &) is Al, it holds
that

I(v*,8)) < I(v*,8) < I(v*,dy).

Consequentlyy coincides ord;.O

Next, we consider the case when maximum likelihood estimatisnalready given for the the
LLTM. It is clear that the same result as the Theorem 7 holds for the LLTM. We denote this result
as below corollary.

Corollary 1. Define thatl.(6)4, t) is likelihood function of the LLTM provided that is already
given. Lett* be a rearranged vector such titat= ¢, and letd be a vector of the maximum
likelihood estimates that maximizég6|d,t*) . Then,d = 6;.

Lastly, we consider structurally incomplete design for the LLTM. According to Fishcer(1994),
we introduce following notations:

B = (b;;) is ann x k design matrix. If response gfth item byi-th examinee is presented,
thend;; = 1. Otherwisep;; = 0.

And Tij = {O,a,l}. If bU =1, thenxij = {0,1} Otherwise &U = 0) Tij = a with
O0<a<l.

Then, (6) is modified as
p k

(15) InL(3|X) =c+na+ > qd+ Y _ ry(t) =1nLd|g),
l t

wheregq, = >°7 Zf zijbijwy andg = (q1,¢2,- -+ ,¢p). From (15) we get below result as a
corollary of Theorem 3.

Corollary 2. Let g* be a rearranged vector such tlgit= g, and leté andé be a vector of
the maximum likelihood estimates that maximiZg®|q) and L(d|q*) in (15), respectively. Then,
0 =04

3 DiscussionIn this study, we examined the order-preserving property of the Rasch model and
the LLTM in MMLE.

Especially, for Rasch model, our results from Theorems 1 and 2 coincide with those of Bertoli-
Barsotti (2003), who focused on JMLE and CMLE. It is well known that the marginal maximum
likelihood (MML) estimates and conditional maximum likelihood (CML) estimates are consistent,
but that the joint maximum likelihood (JML) estimates are not (Neymann and Scott, 1948, Ander-
sen, 1970). Nevertheless, the order-preserving statistics in the three estimation techniques coincide
This is because the biases of inconsistent estimates are positive. For example, Andersen (1980, The
orem 6.1) pointed out that the JML estimates for 3, - - - , B have an approximate asymptotic
bias of%, for infinite k, corresponding to the CML estimates. Following this result, it holds that

. kE—1z2
ﬁ]:Tﬁjv.]:lea 7k

for the JML estimated; and the CML estimatg;. Note that the biad* is strictly positive. Then,

if it holds thatBu < B,,,(u # v), it also holds that, < 3., and vice versa. Thus, the ordering of the
estimates of3 is preserved between the JML and CML estimates whaninfinite. Finally, when
compared to the MML estimates, the JML estimates have positive biases.



ORDER-PRESERVING PROPERTIES OF RASCH MODEL 7

Acknowledgments The author thanks the referee for careful reading of the paper and constructive
comments. This work was supported by JSPS Grant-in-Aid for Young Scientists (B) Grant Number
26750075.

REFERENCES
[1] Andersen, E.B. (1972). The numerical solution of a set of conditional estimation equdtansal of the
Royal Statistical Society: Series ®l. 34, 42-54.
[2] Andersen, E.B. (1980piscrete Statistical Models with Social Science Applicatidwisrth-Holland pub-
lishing company.
[3] Andersen, E.B. (1997). The rating scale model. In Van der Linden, W.J. and Hambleton, R.K. (Eds.)
Handbook of Modern Item Response The®ry83.

[4] Bertoli-Barsotti, L. (2003). An order-preserving property of maximum likelihood estimates for Rasch
model.Statistics and Probability Lettersol. 61, 91-96.

[5] Bock, R.D. and Lieberman, M. (1970). Fitting a response model for n dichotomously scoredRymns.
chometrikavol. 45, 179-197.

[6] Boland,P.J. and Proschan, F.(1988). Multivariate arrangement increasing functions with applications in
probability and statisticslournal of multivariate analysjsrol. 25, 286-298.

[7] Crassie, N. and Holland, P.W.(1983). Characterizing the manifest probabilities of latent trait nRsgels.
chometrikavol. 48, 129-141.

[8] Fischer, G.H. (1981). On the existence and uniqueness of maximum-likelihood estimates in Rasch model.
Psychometrikavol. 46, 59-77.

[9] Fischer, G.H. (1994). The linear logistic test model. In Fischer, G.H. and Molenaar, 1.V. &alsch
models :foundations, recent developments and applicati8is-155. Springer.

[10] Grayson, D.A. (1988). Two-group classification in latent trait theory: Scores with monotone likelihood
ratio. Psychometrikavol. 53, 383-392.

[11] Holland, P.W. (1990). On the sampling theory foundations of item response theory mesigthome-
trika, vol. 55, 577-601.

[12] Hollander, M., Proschan, F. and Sethuraman, J. (1977). Functions decreasing in transposition and their
applications in ranking problemAnnals of Statisticsvol. 5, 722-733.

[13] Huynh,H. (1994). A new proof for monotone likelihood ratio for the sum of independent Bernoulli ran-
dom variablesPsychometrikavol. 59, 77-79.

[14] Marshall A.W., Olkin, O. and Arnold, B.C. (2011nequalities: Theory of majorization and its applica-
tions. 2nd edition. Springer.

[15] Neyman, J. and Scott, E.L. (1948). Estimates based on partially consistent obser&tmrametrika
vol. 16, 1-32.

[16] Rasch, G. (1960Rrobabilistic models for some intelligence and attainment t€tpenhagen, Denmark:
Danish Institute for Educational Research.

[17] Thissen, D. (1982). Marginal maximum likelihood estimation for the one-parameter logistic rRsgel.
chometrikavol. 47, 175-185.

[18] Tjur, T.(1982). A connection between Racsh’s item analysis model and multiplicative Poisson model.
Scandinavian Journal of Statistic#ol9,23-30.

Communicated by Masamori Thara

Kazumasa Mori

Graduate school of Arts and Sciences, The university of Tokyo,
3-8-1 Komaba, Meguro-ku, Tokyo, 153-8902 JAPAN
mailto:morikzm@nifty.com



